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ABSTRACT

Some of the problems arising from maximum likelihood

decision systems in time varying channels are solved by

first introducing simple statistics which are functions of the

outputs of the correlators of an n-ary detection system.

Then methods are developed to use the statistics to a) attach

a confidence level to each decision in a maximum likelihood

decision system, b) control the error rate at the expense of

data rejection, and c) define the critical region for an opti-

mum generalized decision system. These improvements and

optimizations are accomplished by taking advantage of the

information already available in the sample representing the

outputs of n-ary detection systems. The six statistics that

are investigated are simple functions of the largest corre-

lator output, the mean, the standard deviation, the sample

mean, the sample variance, the next to the largest correlator

output, and the smallest correlator output.
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STATISTICALTESTS FORSIGNALDETECTION*

by

James C. Morakis

Goddard Space Flight Center

INTRODUCTION

Present-day detection systems employ maximum likelihood decision for correlation detectors

or ideal observer detectors for decisions on coded messages (References 1 through 4). Under cer-

tain conditions, maximum likelihood decision maximizes the probability of correct detection Pc,

and, if the distributions of the signal and noise are known, Pc can be determined (Appendix B) for

either coherent or noncoherent systems. For a gaussian channel, the outputs of the coherent cor-

relation detector are normally distributed with means equal to zero or A and variance equal to _ 2,

where A/_ = _ and m is the length of the word.

and

1 e_X 2/2cr 2
f (x) : ¢__----_

_ 1 e_ (x_A)2/2o. 2 .
f (x) y'_-_'o-

where - co< x < co.

Similarly, the distributions of the outputs of noncoherent detectors are

and

r

f_ (r) = _ e-r2/2_2

r e_(r2+A2)/2 2 (r_)f (r) : _ Io '

*This report was prepared previously as a thesis submitted to the Faculty of the Graduate School of the University of Maryland in

partial fulfillment of the requirements for the degree of Doctor of Philosophy.



where 0-_ r < c_. Under the maximum likelihood decision scheme, the largest sample point is chosen

as the useful signal, irrespective of its relative value with respect to the value of the other sample

points; thus under the maximum likelihood decision scheme, x s = max (x 1, x2, --" x ) = x(n }. This

function is certainly simple and powerful, but, unfortunately, it does not take full advantage of the

information contained in the n outputs.

For example, some of the observations that could supply additional information are the values

of x(.}, x(._1}, and x(1}; the mean _, the variance _2; the sample mean x; the sample variance s2; and
a multitude of other functions of the foregoing sample. Obviously there is a limitation in regard to

the number of statistics involving any of the (x_, .... x); consequently, to choose relatively simple

statistics that could extract most of the information contained in the (xl, ..., x), some of the tests

used for outliers will be introduced (Reference 5). The intended application of outliers was to re-

ject observation points that do not come from the same distribution as the rest of the sample points

Since a measure was needed for the rejection of these points, each rejection was accompanied by a

confidence level depending on the parent distribution of the good data. The outlier approach gives

good results if the distribution of the contaminator (the signal in our case) is not known or if there

is no indication that a signal is transmitted. However, if something about the signal is known, this

knowledge can be used to modify the test for outliers and thus make it more powerful.

As was shown earlier, the maximum likelihood decision scheme can be supplemented by meas-

uring some function of the outputs of the correlators and, on the basis of the value of this function,

placing a confidence level on each maximum likelihood decision. One of the drawbacks of the max-

imum likelihood decision scheme is the inability to control the error rate. Coding systems that

can correct up to t errors per block have word-error probability

m

P. =  /m)Pii e ciPo/m-i
i=t+l

where Pe is the bit-error probability, and m is the word length. H the error rate increases beyond

a certain limit, the coding scheme breaks down, resulting in abnormal error rates (References 6

and 7). To insure an upper bound on the maximum probability of error, the relationships between

thresholds and the corresponding maximum tolerable probabilities of error will be given. These

thresholds will be functions of the observed outputs of the correlator and will separate the critical

region from the acceptance region in a generalized decision scheme.

If there is no restriction on the maximum probability of error in the foregoing generalized de-

cision scheme, the value of the threshold that will optimize the overall loss could be chosen pro-

vided that the relative loss functions that correspond to the different types of erroneous and correc

decisions are known. It was previously mentioned that relatively simple statistics containing most

of the information in the sample will be searched to use them either for determining confidence

levels on maximum likelihood decisions or to use them as thresholds for more general decision

schemes. Some simple statistics will be analyzed for comparison.
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In summary, this report has four main objectives.

1. Attach a confidence level to each maximum likelihood decision, based on additional infor-

mation that could be extracted from the data. This result could be used to determine the usefulness

of the received data, the effectiveness of coding, and possibly the need for retransmission.

2. Provide a technique that defines the acceptance and critical regions, based on the maximum

tolerable error rate or minimum probability of correct decision or any other requirement which is

a function of the probabilities of error and correct decision.

3. Assign loss functions to the errors and correct decisions and optimize the decision scheme

by finding the value of the statistic that minimizes the average risk function.

4. Examine some statistics (hereinafter referred to as threshold ratios) and determine their

relative performance under conditions of varying signal strength, number of signals, and different

distributions. These statistics do not require any new information besides the information already

available in n-ary detection systems.

TESTING SIMPLE HYPOTHESIS-DECISION CRITERIA

In general two distinct areas of statistics are applied to communications--estimation and

hypothesis testing (References 8 and 9). Estimation is employed by communications engineers for

the extraction of signals from noise or for the estimation of one or more of the signal parameters.

Hypothesis testing is employed for signal detection. This technique is employed when some in-

formation is known about the signal. The philosophy of the difference between estimation and

hypothesis testing reveals a very important point--that one should search for tests that utilize as

much of the information contained in the sample as possible.

Hypothesis testing is a decision process. The parameter space is divided into two subspaces.

The parameter space under the null hypothesis H0 is _, and _-_ is the parameter space under the

alternative hypothesis H1 . The sample space X is also partitioned into the critical region x c and the

acceptance region x -x c . The critical region is used to make the decision d on whether to accept

or reject H0 . A typical example of choosing the decision space is to make decision d I (reject H0)

if x eX c and d o (accept H0) if xdX. Although this choice of d o and d 1 is the logical choice, one is

not restricted to this decision combination (Reference 8). Thus, one can consider a number of

different decision strategies and choose the strategy that proves to be the least costly. To ac-

complish this, a cost function must be assigned to each decision-parameter pair. In simple

hypothesis testing, there are two decisions (two sample spaces) and two parameter spaces, thus

yielding the following four cost functions.

C1 (dl;

C2 (dl ;

C3 (do;

C4 (do;

8) the cost of accepting H_ when_ e _-

e ) the cost of accepting H1 when e c

8 ) the cost of accepting H0 when _ c

8 ) the cost of accepting H0 when e c _-
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If a is defined as the probability of rejecting H 0 when _ e _o and fi the probability of rejecting H 0

when _ c ;_ - _, or P (x e Xc/_ e _ - co), then the expected cost (also referred to as the expected loss or

as the risk function) is given by

r(d; 80) = C2a + C 3 (l-a); r(d; 81) = -- Cl_ ÷ C 4 (1--fl) .

The term a is sometimes referred to as the size, the type I error, or the false alarm probability;

1 -,Z is referred to as the type II error, and/3 is the power of the test.

For example, consider the case where the signal is either gaussian noise or useful signal. The

parameter spacefi consists of the two points _ = 0, _ = 1 and_ = A, _2 = 1; _ is the point _ = 0,

_2 = 1 ; and fi - _ is the point _ = A, _2 = 1. Letting the critical region be all points such that

x > A/2 is equivalent to deciding that the signal is present if x > g/2, and that the signal is absent if

x_< A/2. Four different cases are thus generated:

x>A/2 andp = A,

x>A/2 and_ = 0,

x <k/2 and_ = 0, and

x <A/2 and_ = A.

According to the decision scheme, it is decided that the signal is present in cases 1 and 2; this is

correct in case 1 and incorrect in case 2. The probability of case 1 is designated as fl, and the

probability of case 2 as a;/3 is the probability of correctly accepting x as the signal, and a is the

probability of incorrectly accepting x as the signal. It can be shown that, if the probability of case

1 is/3 and the probability of case 2 is a, then the probability of case 3 is 1 - a, and the probability

of case 4 is 1 -ft. This simple hypothesis example can be described by using Table 1; the average

probability of correct detection is

Pc = h3 + g(1-_) . (la)

Table 1

The Meaning of a and fl in the Binary Case.

Decision

x _<A/2

accept H0,

the hypothesis that

no signal is present

x >A/2

accept H 1 ,

the hypothesis that

signal is present

_= 0

1 -- (Z

probability of correctly

deciding that no

signal is present

Probability (type I error)
m (Z

Parameter

_= A

1-/3

Probability (type II error)

Probability of

correctly deciding that

signal is present,

power Pc



S_milarly the average probability of error is

Pe -- ha + 'h(1-fi) ,

where h = P(/_ = A), h = P(_z = 0), and h +h = 1.

(lb)

The best test is the one that minimizes the average risk for all 8 c _. Unfortunately since this

is not in general possible, one is usually satisfied in finding the best test for certain 8's (the ones

of interest). Another problem with the expression given earlier for the expected cost is the as-

signment of values to c i . In most of the cases, the problem can be simplified by setting C3 = C1 = 0

and obtaining

r(d;80) : c  ;r(a;81) : (2)

It appears that the risk can be minimized if a and 1 -/3, the two types of errors, are minimized.

The common procedure is to maximize t, the power, while a is kept below a certain value which is

determined by c2, c 4 and the expected value of/3. Thus the best test is the one with the highest /3

for a given upperbound on _.

Tests are usually designed for maximum power (given the same amax) , and the search for a test

is usually the search for a critical region which has some correspondence to the decision space. A

criterion for finding the critical region for testing a simple hypothesis (a single null hypothesis and

single alternative) is the Neyman-Pearson Criterion; it is a likelihood ratio inequality:

f(x,, x2 ..... , x.; 81)

f(x 1, ..... , x, 80)
> C for 8c;_-_

If the expression for the expected loss can be minimized with respect to both a and fi with the cost

functions c 4 = c 2 , c I = c 3 = 0, then this minimization is the Ideal Observer Criterion.

When the a priori probabilities oflt 1 and H 0 are known (h and _ = 1 -h respectively), this

knowledge can be used to advantage by properly weighing a and 1 -/3 to minimize the average risk

function, which is defined as

]_(d) = E[r(d; 8)] = hr(d; _o) + hr(d; 81) , (_)

Equation 3 is possible because h is known and some kind of loss function is assigned to C2, C4 de-

pending on the specific problem. Minimization of this expression is called the Bayes Strategy; it

yields a solution for the decision criterion

p(x/8o ) >_ ' where 8e_-_ .

This inequality defines the critical region; it should be noticed that this inequality is a weighted

likelihood ratio.



N-ARY DETECTION: MAXIMUM LIKELIHOODDECISION

s 2

An n-ary detection system is illustrated in Figure 1, where s i ..... s are the source symbols,

and x, ..... x are the received symbols. The received symbols are random variables with a given

probability density function depending on the detection scheme, the signal transmitted, and the

channel noise distribution. A transition matrix (Figure 2a) is associated with the input symbols;

each element of the transition matrix Pij represents the probability that s i will be received as

x. Finally a decision process is defined
J

NOISY CHANNEL whereby one or more x is associated with a
x i = s i + NOISE ^ J

.j Pll

Sln nx l

s2_ x2

s3 x 3

o o

sn x n

p FOR i = i
Pii= q FOR 14j i = 1,2,3 .......... n.

p + (n-l) q- 1
p (sl) = p (%) =. ............. = p (Sn)

Figure 1--An n-ary detection system with a representa-

tion of the noisy channel illustrating the possible

reception of a signal si as x i and the associated condi-
tional probabilities.

given s i •

The transition matrix is a function of the

channel noise and detection system, and the

decision is a function of the average cost of

error. To formalize this discussion, a cost

matrix can be constructed as illustrated in Fig-

ure 2b, where cij is the cost of deciding that s_

was transmitted, when in reality si was trans-

mitted. Thus the risk function, which is the

average cost of making a decision d when s
J J

is observed, is

: . (4)
i

This equation was obtained under the decision

criterion that s = } was transmitted if x was
J J

received.

s 1

s 2

s 3

Sn

Xl x 2 x 3 ..... x m d 1 d 2 d 3 ......... CJln

Pll P12 P13 ..... Plk s 1

P21 P2k _2

Pnl Pn2 ........... Pnh
Sn

C11 C12 C13........ Cln

C21 C2n

Cnl .,-.-. ..... , ......... Cnn

(a) TRANSITION MATRIX (b) COST MATRIX

Figure 2--The transition and cost matrices of the channel of Figure l.
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The best decision criterion for this system is the one that minimizes the average risk for each

j; but it becomes complex. Fortunately, for our application

O for i = jC.j = CSij, where 8ij = , (5)
' for i / j

because the cost of an erroneous decision is the same, irrespective of the signal decided on. When

cij is given by Equation 5, this decision criterion is identified as the ideal observer decision

scheme. In this case, the average risk becomes

Now

E(r)

j j i,i_j

thus

= 1 ;

J

and E(r) = 1 -P (correct detection). The left-hand side of Equation 6 is identified as the probability

of error; thus, the ideal observer decision scheme minimizes the probability of error or maximizes

the probability of correct detection; in other words, the ideal observer decision scheme, for each

output x i , chooses an input s that maximizes the inverse probability p(s/xj ) because

P(Xj) = EP(si) P(xj/si )

i

is a function of the a priori and transition probabilities only, and thus is independent of the decision

scheme.

Using Bayes' rule for any given x gives

P(si) P(x/si)
P(s,/x) : P(x 

If one does not know much about the source (a priori) distribution, then one can assume P(si) = 1/n.

For the foregoing case, maximizing the inverse probability is equivalent to maximizing P(x/s i ).



Thus,for uniform a priori distributions, the ideal observer decision criterion selects the input s i

which maximizes the likelihood function p(x/sl) ; this is called the maximum likelihood decision

scheme and is implemented by choosing the largest of the outputs as the signal transmitted. (The

detector design depends on the probability density functions of the signals and of the channel noise

and results in correlation detectors for gaussian noise and signals of known phase (Reference 10).)

TESTS FOR OUTLIERS

A class of tests applicable to the problems of n-ary detection (one out of n signals is the trans-

mitted signal) is that of outliers (Reference 5). An outlier is an atypical point among a collection

of points with the same characteristics. Although the outlier tests have been developed for the

purpose of rejecting contaminators (i.e., sample points that come from another distribution), they

can be used here to make a maximum likelihood decision (greatest of) in favor of the outlier whose

distribution is N(_ 1 . _2 ) in contrast with the remaining n - 1 sample points which come from the dis-

tribution N(_ 0, _). The development of the different tests for outliers is based on order statistics.

Depending on the application and the specific interest, the values of the remaining n - 1 samples

(correlator outputs) could be utilized for more information if needed. In general, if none of the

samples are destroyed in the process of detection, order statistics are the most powerful. How-

ever, for simplicity, only three or four out of n statistics could be used to extract most of the in-

formation. In this case, the power decreases, but it may still be high enough.

Tests for outliers may vary depending on the way that one regards the atypical point. Generally,

the outlier is considered to come from a different distribution, and most of the time it is regarded

as contamination. Consequently, the tests for outliers have been designed to decide whether a

point(s) belongs to the same distribution as the rest of the data (with a given significance level) or

whether it comes from a different sample space.

While tests for outliers are normally designed to search for a possible contaminator, in de-

tection theory one knows that the outlier (signal) is present and must decide which point is the

contaminator. The foregoing knowledge should be appropriately used either to find the proper

outlier test or to extend the outlier theory for this specific application. Also, exactly n - 1 samples

are drawn from the same distribution, and only one sample is drawn from another distribution.

This information could be used similarly in parametric or nonparametric hypothesis testing for

distribution or some other equivalent hypotheses.

SOME NEW STATISTICAL.TESTS

Maximum likelihood decision is not the optimum scheme for all applications. By the use of the

risk function, the introduction of certain statistical tests allow Pe and Pc to be controlled for opti-

mum operation, based on the cost functions. The risk function also illustrates a method of com-

paring the performance of tests without the knowledge of the cost functions. On the basis of these

results, it can be shown that for the applications where the maximum likelihood decision scheme



is optimum, it can be further improved by using the aforementioned ratios for the determination of

Pc" This will provide each maximum likelihood decision with a confidence level.

If the signal is not known or if the signal-to-noise ratio is very small, it is believed that out-

lier theory, with some modifications, can be successfully applied for establishing confidence levels.

Obviously, in the extreme case where one does not know whether or not the signal is being re-

ceived, outlier theory is applicable with no need for approximations.

A sample of points is usually represented by (x 1, x 2, • .... x/, the subscripts signifying

ordering in time or space. An ordered sample is represented by (x¢1_, x(2 _, • .... x(.>/. In this case

the subscripts signify the order of the magnitude in reference to the rest of the sample. For ex-

ample, x(i _ is the point with the ith highest value.

Maximum Likelihood Decision Scheme from the Hypothesis Testing Point of View

A measure for comparison of tests in simple hypothesis testing is the power p for a given am_X-

For n-ary detection where the useful signal has the distribution fs (xs) and the remaining n - 1

noise signals have the distribution fx (x), we want to test the hypothesis that the largest signal x(._

is not the useful signal x s (the useful signal is defined as the output of the correlator that corres-

ponds to the transmitted signal; the noise signals are the outputs of any of the remaining n - 1 cor-

relator outputs). To simplify the hypothesis testing, let us confine the number of competing signals

to two, i.e., the useful signal x and the largest of the noise signals XL; thus,

_x(.> has the distribution fL (XL),

1t0: _ _ o_ =_ _i.e., xc. >is the largest of the noisefLsignal_;

and

has the distribution f_ (x_) , i.e.,_H1 : _a ¢ _- _ "-> x(n)
Lx(,_ is the useful signal. J

Ifx(._ falls in the critical region X, then hypothesis H 0 is rejected, and H_ is accepted; x¢ is part

of the X space, the collection of all possible values that x(._ can take. Thus if x(°_ can take all

values from _o to _o, x = {-co. o0}, let x = (S T, oo}, where B T is some value on the x-axis. The

foregoing decision scheme states that if x(.>>ST, then we reject H0 and decide that x(.> is the useful

signal and that if x < Bw, we accept Ho. Unfortunately, although we decided that the largest signal

x(._ is a noise signal, we cannot find which is the useful signal because this is a composite hypothesis.

If this were a simple hypothesis with a simple alternative (It o and n_ each involve one signal), then

in accepting H 0 one could point out the signal. Thus in the case of n-ary detection, if x(°) > BT, we

decide that x(._ : x; if x(.) -< BT, then all we can say is that x(._ is not the useful signal; we shall

call this action an indecision.

In view of the foregoing difficulty we shall redefine the probability of correct decision to be

Pc = h fl (7)



(instead of Pc

(error) as

(instead of Pe

and

= hfl + h( 1 -a) as given by Equation la) and the probability of incorrect decision

Pe : h c_

= h a + h( 1 - t3) as given by Equation lb) where

(8)

: P(x<°)c xc/e. , (9)

/3 : P(x(.)cXc/_" e_-_) , (1O)

h = P(O eO-_) , (11)

= P(_ e c0) . (12)

The remaining two terms of the binary Pc and Pe are h(1 -a) and h(1 -fi). These two terms are

combined to give the probability of no decision,

= h + h - ha - h/3PND = h(1-a) + h(1-fi)

= 1 - Pe - Pc

Substituting Equations 9, 10, 11 and 12 into Equations 7 and 8 gives

and

Since _ c _ - _ implies xs

aN

and

Pc = P(X(n) _ Xc' On _-°° )

>x L and since 0 e_oimpliesx L

(13)

(14)

(15)

> xs , Equations 14 and15 may be rewritten

P_ = P(x(n ) c Xc, x L > Xs )

Pe = P(x(n>gXc, Xs >XL) -

(16)

(17)

10
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The maximum likelihood decision scheme can be derived from the foregoing scheme by setting

Xc = X. This sets the critical region equal to the whole outcome-space, which implies that BT = -co

and x¢°) always falls in the critical region. Consequently n o is always rejected, and the largest

signal is the useful signal irrespective of the value ofx¢.). Thus,

P = P(xcn) C X , 0 _cJ) = P(Oncco)

because x c = x implies that P(x(n ) c xc ) = 1 and similarly

Since o_and _-oJ are disjoint sets, P(0 c _-co) = 1 -P(O E w) ; this implies that for maximum like-

lihood decision Pc = 1 - Pe • Pc was found to be (Appendix B)

co n-I

Pc = f_ fs(xs) fx(X) d dxs
co

The foregoing analysis indicates that Pc is a function of Pe and that the probability of error is only

dependent on the parameters of the signal and noise. Furthermore, the probability of correct de-

tection becomes maximum, but no control can be exerted on the probability of error. This draw-

back of the maximum likelihood decision could be eliminated by returning to the more general prob-

lem of hypothesis-testing with a more restricted critical region.

A Decision Strategy Based on Thresholds

Let B stand for some ratio N/V where N is a function of the difference between x(.) and some

function of the sample such as the mean or the next to the largest sample point, and v is some func-

tion of the spread of the sample such as range, standard deviation, or variance. The new critical

region could then be formed by adding the condition thatB >B T in order for H0 to be rejected. Thus

the critical region is now restricted to the interval (8 7, co ).

The hypotheses for n-ary detection become:

H0:0 e o_ where _ is the noise parameter space;

H 1 : 0 e _- co where n - o_ is the signal parameter space.

The critical region is the interval (BT, co ) ; thus x¢.) e Xc Can be replaced by BT <B L <co in Equa-

tion 16 and by BT <B <co in Equation 17. The resultant equations are

P = P(B L >B T, xL>x )

and

Pc : P(B >BT, XL<Xs) .

(18)

(19)

II



The new criterion could be used to lowerPeto any predetermined value; but at the same

time it lowers Pc and increases the probability of no decision (accepting H0) which is given by

PND = 1 -Pe -Pc " This is a more general scheme than the maximum likelihood decision scheme

(MLDS) because one can reduce it to an MLDS by assigning an appropriate value to By (such as

BT : -co ). Thus by having control of P, we can adjust it, depending on the loss functions to get the

best strategy. This implies that one can control the error rate at the expense of a lower correct

detection rate and a higher indecision rate. By introducing cost values for error, for correct de-

cision and for indecision, one can solve for the appropriate B T that minimizes the average risk of

Equation 3, which becomes

= _ C1 hi3 + C2ha + C3h(1-a ) + C4h(1-/3 )

- CIPc + C2Pe + C3 (1-P) + C4 (1-Pc) - C3 h - C4h . (20)

Finally, monitoring B will give an indication of the strength of the transmitted signal, thus

placing a confidence level on the decision which can be used as an indication of decreasing signal

strength.

The threshold ratios of interest are (see Appendix C):

X(n ) - _z
B 1 -- _ '

x(.) -
B2 : --o- '

x(n ) -
R3 -- --s '

X(n ) - X(n_l)

B4 = o- '

X(n ) - X(n_l)

BS = s

and

X(n ) - X(n_l )

Be v-
X(n ) - X(l )

Some of these ratios can only be used under certain conditions. For example, B 1 needs the know-

ledge of _ and _, and B 2 and B 4 need the knowledge of _.

It should be noticed that the six ratios could be classified into two groups, one with the numer-

ator equal to the difference between the largest order statistic and some measure of the mean, and

12



the other having as the numerator the difference between the largest and the next to the largest

order statistics. As will be proven later, the latter group is more powerful than the former because

of the fact that for our application the means of the statistics depend heavily on the mean of the

noise, which is assumed to be constant. Consequently, the information contained in either the mean

or the sample mean is almost zero. On the contrary, the information contained in the next to the

largest order statistic is very high when only one of the signals (the useful one) has a different

distribution.

Of the first three ratios, B I is the ratio with the most information if _ and _ are known. If

and _ are not known, then it is weak, relative to B 2 and B 3. B 2 is the next best because it assumes

that _ is known. This ratio is more realistic in a practical situation because _ can be approximated

by s, where s_ has been computed by independent (previous) samples, with _ very large (ideally

infinite). B3 is the studentized form and is the most powerful of the three if _ and _ are not known

because it makes no assumptions about _ and _. Thus if _ and _ are known, BI, B2, and B3 is the

order in which the ratios should be chosen; B3 , B 2 , BI if _ and _ are not known, and B 2 is the best

if only _ is known. In practical applications, _ and _ are not known, and B3 is the most powerful.

Whatever holds for the relative performance of B 2 and B3 holds for B4 and B s since their de-

nominators undergo the same change (_ to s). However, there is a basic difference between B 6 and

the former in that S 6 iS a function of only three samples. One would thus expect the information

conveyed by B6 to be much lower than that of B 4 or B s. This is not true because the denominator of

B6 is the range which is very closely related to the variance, and also because finding x¢1_ requires

knowing the values of the remaining statistics. Thus B6 is expected to be almost as powerful as B 4

or B s .

Comparative Performance of Maximum Likelihood Decision

Scheme and a Threshold-Type Decision Scheme

The probability of error of a maximum likelihood detector is given by Equation B1 and depends

solely on the signal-to-noise ratio; on the other hand, the probability of error in the threshold de-

tector is decreased to a lower value by the extra condition that B > B T ; to illustrate this by means

of an example, if a total of Mdecisions are made in a MLDS, then the number of correct decisions

is Pc M, and the number of incorrect decisions is Pe M. To lower the number of erroneous decisions,

let us specify that the decision that x s : x<_) will be made only if B > BT . This scheme will reduce

the number of incorrect decisions to some value P _M" This does not mean that the remaining

_(P-P1)M. decisions will be correct. It merely means that the remaining _(P-P,/M. cases will be in-

decisions; i.e., we do not have strong enough evidence to reject H0.

For the same reason, this strategy will lower the number of correct decisions (Pc M) to a new

number (P M)and will generate (Pc- PC _)Mindecisions. Summarizing, the threshold BT produced

a gain by changing (p - P,)M of the errors to indecisions, and a loss by changing (P-P 1)M of the
correct decisions to indecisions. The total number of indecisions is thus

(p +p-P-P¢,)M = (1-P -P¢,)M .
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Letting c 3 = c 4 = CND in Equation 20 gives

= - C 1P + CND (1-Pc -Pe) + C2 Pe ' (21)

and the change in the average risk in the foregoing example is

By assigning values to the loss functions C1, CND (the cost of indecision), and C2, one can optimize

the gain by choosing the proper threshold BT, which in turn determines Pc1 (B T) and the correspond-

ing Pc1 (BT)" In the binary case, this is known as the binary erasure channel where error detection

and correction could be used to improve the system performance. To illustrate this, consider the

average risk with CND = 0. Thus rg = - C 1 Pc +C2 Pe " Differentiating lg with respect to Pe and setting

it equal to zero, reveals that the minimum risk occurs at the point where

Now refer to Figure 3 which is a plot of Pc vs. Pe for a typical threshold decision scheme. The

points along the plot signify the values of B T to which the point (P. Pc ) corresponds. As expected,

the plot ends at the Pc = 1 -P line, which is the

.0,

0.8

_'... /Pc = 1 - Pe

"_'_._._._ /MLD

SLOPE 1 _ BT = 0 "--._

_C I = (:2

/ BT__0BI = 0.4 B,, NORMAL

N=32;A=3

Bt = I .2

--C_< C2

BT = 1.6

= C1 >C2 -'---G_

i i
0.1 0.2 0.3

Pe_

02

0.6

0.4

0.2

01
BT =2

BT = 2.4

Figure 3--PCvs.P_ for a typical threshold decision scheme.

locus of the maximum likelihood decision points

(for additional cases, refer to Appendix E).

Let us now optimize _ for three pairs of

cost functions:

1. c1 >> C2; this is the case where one is

mainly interested in maximizing Pc with no

concern about P. This is equivalent to mini-

mizing 1 - fl (the type II error) or saying that

the type II error is much more costly than the

type I error. Under this condition, the optimum

point is the one with a slope close to zero.

Since the point with the lowest slope is the

maximum likelihood decision point M the system

becomes optimum at this point.

2. c1 : c2; in this case, the decrease in

Pc is as costly as the increase in P. In the

binary case, this condition assigns equal loss

to both types of error (a and 1 -fl).

3. C_ < C2; in this case, one places more

value on the loss due to Pe than the gain due to

Pc, and is consequently willing to sacrifice

detectability for lower error rates.
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The foregoing example shows that the maximum likelihood decision scheme cannot be compared

in general to a threshold decision scheme unless the loss functions are known. A much more im-

portant point is the ability to control the error with a minimum cost. Another application of the

added restriction on the critical region is to use B for determining Pe" This technique conserves

the desirable properties of maximum likelihood decision but adds a feature that maximum likelihood

alone does not possess. This feature is the ability to know with a certain confidence whether signals

are being received and possibly if the signal and noise distributions have changed. This last property

can be used to advantage in the case of an adaptive system.

Relative Performance of the Threshold Ratios

The performances of two ratios may be compared without the knowledge of the cost functions,

by comparing the Pc's for the same Po. If _, and 82 are the risks of test no. 1 and test no. 2 re-

spectively, then

_1 = CePe + CND(1-Pe-Pcl) + CcPcl '

F32 = CeP e + CND(1-Pe-Pc2) + CcPc2 ,

and

_1 - _2 = (CND-Cc)(Pc 2 -Pcl) ;

CND-C c is positive because the cost of no decision is larger than the cost of correct detection. Thus

'_1- 82 -- C(Pc2 -Pcz)

if Pc of test no. 2 is larger than Pc of test no. 1, then _2 is smaller than 8,, or test no. 2 is better

than test no. 1 for the value of P for which Pc was calculated. This equation shows that Pc is a

measure of the goodness of the test when Pc of each test is calculated for the same Po.

cedure of finding Pc for all Pe's in the case of B1 is as follows.

1. Find g(SL), the pdf of B1 under H 0 and xL > x .

2. Find g(S ), the pdf of B1 under H1 and xL < x .

3. Find Pe and Pc from

Pe

Pc

T

is the cross-hatched area in Figure 4, while

is the shaded area.

The pro-

g (BL)

g (B_)

BT
B.._

Figure 4--Pand P. as Functions of threshold B-r.
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Applications to N-cry Detection

It was mentioned previously that the maximum likelihood decision scheme could not be com-

pared to the testing by ratios because in maximum likelihood decision, the critical region is the

whole X space. This choice of critical region results in the single decision space; i.e., that x<.> is

the useful signal. It was also shown that the MLDS is superior for some classes of applications,

the main disadvantage being the complete disregard for the probability of error Pe. This disad-

vantage could be eliminated if one is willing to exploit information which is contained in the sample

but which is not used by the MLDS. Given a sample of n outputs, the only information extracted by

the MLDS is the maximum of x 1, • •., x. If in addition to this information, one utilizes some other

information about the sample such as the value of the maximum (x 1 • • • x), the sample mean x,

the value of the next highest statistic, etc., one could be in a position to attach a confidence level to

each maximum likelihood decision. Any of the statistics mentioned in the paragraph on decision

strategy based on thresholds can be used to make a maximum likelihood decision and to determine

Pe SO that a confidence level (1 - Po ) can be attached to each decision. Although the power of the

different ratios differs, the confidence level does not depend on the power of the test, or on the

probability of correct detection. Thus by adding the ratio test to the MLDS, in addition to the max-

imization of the probability of correct detection offered by the MLDS, one is given the opportunity

to monitor the probability of error, a feature not provided by the MLDS.

The confidence level is a function of Pe which in turn is a function of the noise distribution, the

signal distribution, and the value of the statistic B. In outlier theory, the distribution of the con-

taminator (signal) is not known. Consequently P depends only on the noise distribution and the

statistic B. This type of testing could be applied if we do not know whether the signal is being trans-

mitted and if we do not know f s (xs)- However, if we know anything at all about f (x s ) or the fact

that the signal is being transmitted, then this extra information could be used to modify the outlier

testing to make it more powerful. Consequently the difference in decision between outliers and our

application is that we shall always accept x<n > as the contaminator or signal, but we will calculate

Pe each time, i.e., we will calculate the probability that x(n ) could be a noise signal; then 1 -P is

the confidence that we can place on our decision.

DISTRIBUTIONS

The distributions of the ratios are closely related to Pc and P. Thus the knowledge of Pc and

P completely specifies the distribution of the ratios. The three equations of interest are

Po [Be' fs ("s), fx (")] : P(B,.>B_,x,.>x ) , (22)

P [B, f (x), f (×)] = P(B >B T,x >XL) , (23)

and

a0 [BL' fx (x)] : P(B L>BT) . (24)
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Thefirst twoare exactparametersanddependonthe distributionof theusefulsignal. Thethird
equationis only a functionof thenoiseanddoesnotdependonthe signal. This is the typeof equa-
tion thatis usedin outlier theoryandis very usefulfor small signalsor whenonedoesnotknow
whetheror not the signal is present;this equationcanalsobeusedto makeinferencesregarding
the signal. Theseequationsare thebasicequationsthatwill beusedfor determiningtheaverage
probability of error Peandtheaverageprobability of correct detectionPcfor boththe exactand
othercases. Thethresholdratios givenearlier will becomparedby findingthe Pc'sfor a given
B e •

It was previously mentioned that the confidence level of a maximum likelihood decision could

be found by solving for the distribution of the confidence ratios. Each confidence ratio has two

probability distribution functions, one under the correct decision and one under the incorrect de-

cision. The former is called G(B s ) and the latter G(BL);G(BL) = 1 -Pc ' and G(Bs) = 1 -Pc" The

ratios of interest are, in general, functions of x(.), the largest order statistic; x(n_l), the next to the

largest; x(1), the lowest; _, the sample mean; s, the sample variance; and, of course, _ and _ if

they are known. This implies that to solve for G(BL) and G(Bs) one must know the distribution and

parameters of the useful signal and the noise signals. For these distributions called fs (xs) and

fx (s), respectively, the null hypothesis is: the largest order statistic comes from the noise dis-

tribution f× (x). The null hypothesis is slightly more complicated by the fact that the useful signal

x s is smaller than the largest of the n - 1 noise signals xL. Thus in calculating Pc, one could find

the probability that xL will be larger than c 1 (a constant), ignoring the fact that there is a useful

signal present which is less than xL, one could take into consideration the fact that x s is smaller

than x L. The former approach is the outlier approach, while the latter results in the exact value

of Pe and in general depends on the distribution and parameters of x.

Hypotheses Employed in the Two Approaches

The exact approach employs the hypotheses

H0: _ e w: the parameter space of the n = 1 noise signals x and

H1 : _ e _- _: the parameter space of the useful signal x.

Thus H 0 is the hypothesis that X(n ) came from the distribution of the n - 1 noise signals and that the

useful signal is in the sample but is not the largest signal x(.). For this hypothesis, P and Pc

become P = P(B>BT, XL>X) and Pc : P(B>BT'XL<Xs)"

In the outlier approach, the hypothesis is x(.) came from the noise distribution of n noise sig-

nals with no reference to any useful signal. This is a good approach if one does not know if x is

being transmitted or if the signal-to-noise ratio is very small; the hypotheses are

H0; _ c _ the parameter space of the n noisy signals and

H_ ; _ E _- _ another parameter space, not the one of the n signals.

In this case, a0 is the probability that the nth noise signal is such that B > B w and consequently the

probability of incorrectly deciding that the nth largest noise signal did not come from the distribution

17



of theremainingn- I signals; thus, B e -- BIB > B T for a given fx (x<,>)]. There is a fine point here,

i.e., we started with a null hypothesis that all n signals are noisy, and, if B >BT, we decide that only

n - 1 signals are noisy and the nth largest is from another distribution. Obviously no use was made

of the fact that x s is one of those signals and that we cannot distinguish it because it is not the

largest. As a result of this omission, the power of this outlier test is expected to be lower for the

same _ (i.e., a is expected to be higher for the same fi).

The outlier approach gives a simple decision scheme which is independent of the distribution

of the useful signal. Unfortunately, this method results in a loss of power because of the complete

omission of x s . A test having the desirable properties of the outlier tests, such as ignoring the

distribution of x, but which does not ignore the presence of x is the described outlier test with n

replaced by n - 1. The hypotheses of this modified outlier test are

H0; _n _ c. the parameter space of the n - 1 noise signals and

H, : 8 c n- _o another parameter space not the one of the n - 1 noise signals

and Pe is given by _ = P(B >BTIX L = X(n)).

The size and power can be expressed in terms of the distributions of B under correct and in-

correct detection as

P[B>BTIO( L/] (251

/3 = P[B>BT]G(B )] . (26)

a : P(B>BTtn noise signals) , (27)

and

a = P(B >BTIn-1 noise signals) . (28)

Clearly Equation 28 acknowledges the presence of the useful signal x s but does not utilize its dis-

tribution in solving for a; thus it is more powerful if it is known that the signal is present, and

Equation 27 is preferred if no such knowledge exists.

Generalized Distributions of B

Although B could be any function of (x,, • • -, x/, the ratios of interest will be functions of _,

_, s,g, x(,),x(._,>, x(.)(x(_)is the ith order statistic;X(l ) is the smallest; x(.> is the largest; and

x(._,) is the next to the largest).

In general, B = O(x,, ..- ,x); ifwe apply a transformation such that

xi = Ti (YI' Y2' "'" ' Yn-r B) i = 1, "'" , n

18



with a Jacobian J, then the pdf of B, g(B) becomes

Ex lg(B) : Q (1) = T1 (Yl' "'" Yn-l' B)x(2 ) = T2, "'" X(n ) = T n IJI dYl"" dY._ 1 •

R n-1 dim space

TO findg(Bs) , letx(n ) = Xs, f(X(n)) = fs(Xs). Then

g(Ss) co ' Qs (x(1) °' s ' °" X(n-1)= co.... co T1, "" x : T i = Yn_l)[Jt dYl "'" dyn_ 1 -

It should be noticed in the foregoing equation that, in order to incorporate the condition that

x s > x L = x(._:) , it was necessary during the transformation to preserve x(._l). Then the proba-

bility of correct detection Pc (BT) becomes

_l °°

B T

The procedure of finding f(BL) is slightly more complicated because BL is the ratio with x(n ) = XL,

where xL is the largest noise signal; but the condition xL > x implies the union of the disjoint events

xL >x >xL_l, xL_1 > x > xL_2 , • " " , x(1)>x s. Thus letting gi (BL) be the case x(:_:) <x s <x(:),

f_ _ xi=Ti ff_

co" " " Ti_l co

and the probability of error becomes

: T1, "''x s : Y , x i : Ti... x(._l) : Tn_l)lJ]dy 1 "''dy._ 1 ,

n-1 _co

i=l BT

When B is a function of all the order statistics as in the case where x and s are involved,

and

12- _ xi
i=l

n

1 _-_,( )
2

n- 1 xi

i=l
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Theexpressionsfor Pe and Pc are as complex as they look; this is the case of B2 _ B 3, and B s. When

B is a function of one, two, or three order statistics such as in the case of B1, B4, and B_, then the

expressions for Pe and Pc become relatively simpler with only three to five integrations. For the

outlier case, f(B L) is obtained by replacing x(.)by xL and ignoring xs, by assuming that all other

signals came from fx (x). For the modified outlier case, G(BL) is obtained by letting n equal to

k, the number of noise signals, and replacing x(°) by x L.

The Distribution of Indecision

When the threshold decision is used, the sum of the probability of error and probability of cor-

rect decision is not in general equal to unity. Since Pe + Pc represents the probability of decision,

the probability of indecision is given by

PND = 1 --(Pe +Pc) "

Although P_D Can be solved from the foregoing equation, once Pe and Pc are known, it will be shown

in this section that Paeclsion where Pdec_io. = P_ + Pc Can be found in a more direct way without the

knowledge of Pe or Pc" This objective will be reached by the application of a theorem on the proba-

bility of the realization of at least one among n equiprobable events A_.

From set theory, it can be shown (Reference 11) that the probability of the union of n events

is

A : Ai - Ai n Aj) + (Ai N Aj N Ak) - + ....

/i=1 _J i i j i j k

if P(A_) is the same for all i, and P(A_ q Aj)is the same for all i, j, and so on; then

or

n 2
i i

where P_ designates the i-fold joint probability density function of the i out of n events. Equa-

tion 29 applies in the case where the density function of all statistics are the same.
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If the pdf's are not all the same, the form is slightly different; for example, in the case where

n - 1 statistics have the same pdf, and one statistic has a different pdf, Equation 29 becomes

/asi naqP Ai/ is [

[i=1 / present_]

= 2 (-1)i-1(n-ll)[(n-1)Pi+Pi-*'s] ' (30)
i=l

where Pi- 1. s is the i-fold joint of the different pdf statistic with i - 1 out of n - 1 remaining statis-

?(i]itics. For independent events, Pi = Ai . Letting As be the event that xs> BT, and A i the event

that any of the n - i remaining signals is greater than By, Equation 30 will give the probability that

any of the n - i noise signals and the useful signal willbe greater than BT. Thus for

eoAs = the event {x >BT}, P(As) = f (x)dx ;
B T

co: the event I.X>BT.,_ P(Ai..) : fx (x)dx for i : 2, 3, "'"A i
n

@

B T

Equation 30 gives the probability of decision Pe + Pc under the exact hypothesis that f (x) is known.

If f s (x) is not known, the probability of decision is given by Equation 29 with n -- k; k takes the

values determined by the discussion in Equation 24.

The usefulness of Equations 29 and 30 can be extended to finding Pe or Pc if one of them is

known. In certain cases, an approximate evaluation is possible with only one to three of the first

terms of the series, but in others (especially for large n) the binomial coefficients become excessively

large, thus introducing relatively large errors even when double-precision computation is used.

Summary

Three different procedures for setting a confidence level were outlined in this section. The

first one was the exact method, which requires knowledge of the distribution of both the noise and

the useful signals. In this case, Pe and Pc are given by Equations 22 and 23.The outlier case described

the outlier technique, where the presence of the useful signal is completely disregarded. Since Pc

depends on f (x), one cannot find an expression for Pc unless one is willing to specify f (x) ,

an action that defeats the objectives of outlier theory (Pc can still be found experimentally for test-

ing purposes or analytically for reason of comparison). In this case, a 0 is given by

a 0 = P{B>BT]f[x L (k)]}'

where f(x) signifies the pdf of the n noise signals. The modified outlier case is a compromise

which makes use of the fact that x is present by simply using the correct number of noise signals,

i.e., n = k. This method still conforms with the outlier philosophy by disregarding the pdf of xi_.
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In this case, a is given by

THEORETICALRESULTS

Obviously the aforementioned ratios belong to two distinct groups depending on the numerator

function. The first group is the one where the numerator is the extreme deviate, x(.) - q(_), and

the second has a numerator of the form x(.) - x(._,) ; obviously as n 4o0 _ _, s _, and the second

and third statistics converge to the first statistic. There exists a similar relationship between B 4

and B s. B6 belongs to the same class as Bs since the range is a measure of the standard deviation.

The cdf of these ratios can only be obtained by numerical methods. B2, B3, and Bs become even

more complex with n-fold integrations because of the dependence of _ and/or s on x(.).

Since we are interested in values of n ranging from 16 to 128, this could mean as many as

128-fold integrals for numerical integration. This prohibitive complexity and the fact that B 2 and

B3 converge in probability to B 1 as n 40o and B s converges in probability to B 4 as n _co, are considered

to be sufficient justification to limit our investigation to B1 , B4 , and B6 . Thus by application of the

equations given in the section on distributions we have derived (see Appendix C) the distributions

for B 1 , B4, and B 6 in terms of the unspecified probability density functions.

When the channel noise is normally distributed, it can be shown (Reference 10) that the

correlator outputs are normally distributed in the case of coherent detection; for the case of non-

coherent detection, the pdf's are Rician. In this section, normal and Rician pdf's are substituted

for the unspecified pdf's in order to derive the probability of error Pe and the probability of correct

detection Pc as a function of the value of the threshold ratio B T.

The Extreme Deviate B 1

For the coherent case, substituting fx (x) : Ce -x2/2

Equations C7 and C8 gives

and f (x) = Co-(x-^)2/2 for -_o < x <oo in

and

Pc

co n-1

T

(31)

Pe = I C(n - 1) e -x2/2 Ce-t2/2dt dx dx s
B T co

(32)
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where c = 1/¢-_. The outlier confidence level is from Equation D4:

k

1% ( Ce dx) (33)

where k is the number of noise signals.

For the noncoherent case, substituting fx (r) -- re -r2/2 and fs (r) -- re -(r2+^2)/2 10 (rA) for

0-< r < co in Equations C7 and C8 gives

and

_l o°Pc : re -(r2+A2_/2 I 0 (rA) (1- 2 \.-1e-r /2 ) dr (34)

B T

( \o-2 forPe : (n- 1).l- e-r /2) re -r2/2 dr xe -(x2+A2)/2 I 0 (xA) dx . (35)

B T

In this case the outlier confidence level becomes

k

(36)

In general, the confidence level is in the form 1 - a, and once a is known for some BT one Can

determine the confidence level by using Equations 32 or 35 if f s ( xs ) is known, and Equations 33

or 36 if fs(x ) is not known; thusa: P(B>Br/x <x L). Lettingk = n-l: % : P(B>B T). From

these relationships, it is obvious that a 0 ->a or 1 -% -<1 -a.

Thus, if f (x s ) is known, Pe can be found for the exact case; having foundP one can find the

confidence level 1 - P. If f _ ( x ) is not known, the outlier approach must be used, resulting in an

overestimated ao and a conservative confidence level.

B_

For the coherent case, substituting f (x) and fx (x) in Equations Cll and C14 gives

co co x -B _n-2

Pc--fs (n- 1)dB/- C2 e-(x-A)2//2e-(x-B)2//2([co ..,-co Ce-t2/2 at] dx

T
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and

Pe : (n - 1) dB (n - 2) C a e -×2/2 e -(×-B) 2/2 Ce -t2/2 dt dx Ce -(y=A)2/2 dy

T -co co

+ co C2 e-X2/2 e -(x-A-B)2//2 _co Ce -t2/2 dt d •

Similarly, substituting fx (x) in Equation D6 gives the confidence level in the outlier case:

f_ f: <;?sT k(k - 1) dB C 2 e -x2/2 e -(x-B)2/2 Ce -t2/2 dt dx
1 - a 0 = co _

For the noncoherent case, substituting fs (x) and fx (x) in Equations Cll and C14 gives

and

Pc = (n- 1)dB rme -(r2+A2_2 I o (rA) e -(r-B)2/2 1 -e -(_-s) /2j dr

T

f {f:Pe (n 1)dB r2 e -r2/2 -[(r-B)2+A2]/210(rA-BA) [1-e-(r-B)2/2]n-2: - e dr

B T

+ (n 2) r 2 e -_2/2 e (r-B)2/2 [1 2 l _-3- - e-(r-B) 72j dr

By using Equation D6, the confidence level in the noncoherent case is

te -(t2+A2)//2I 0 (tA) dt t "

1 - a 0 = SVk(k - 1) dB r2 e -r2/2 e -(r-B)2/2 1 - e-(r-B)2/2] k-2 dr

B e

For the coherent case, substitution of fs (x) and f (x) in Equations C16, C20, and D8 yields

fB 1 - - dB f co Ce -(x-A)2/2 (Qo/_x_Bw Ce -t2/2 )n-3Pc : (n 1) (n 2) dxJ, [1 dt C 2 e -<'-w)2/2 e -<'-Bw)2/2 wdw ,
T co 0 \J x--w
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Pe

and

If F= ;B (n- 1)(n-2)dB Ce-_2/2dx C2 e-(x-wB-A)2/2e-(X-W)2/2 w Ce -t2/2 dt dw
T _ X--W

+ (n - 3) )°-' F" "ICe -t2/2 dt C a e -(x-w)2/2 e -(x-wB)2/2 e -x2/2 w dw Ce -(y-A)2/2 d '

I:, _f_dx,_,, _e-t_dt)1 _ a o = (k-3)! _ _o _Vx-w
C3 e- Ix2+(x-w)2+&-Bw) 2]/2 dw,

For the noncoherent case, substitution of fs (x) and fx (x) in Equations C16, C20, and D8

results in

f,' fir] ';J' (rr-" )°-_P = (n - I) (n - 2) dB r3e-[ r2+A2+(r'w)2+(r-wB) I 0 (rA) te -t2/2 dt wdw dr ,

B T --- r-w

Pe

and

' (F)-= fB (n- 1)(n-2)dB r3e-[r2+<r'B)_+^2+(_-")2]/2Io(rA-wBA)w te-t2/2dt dwdr
T --W

+ (n-3)_o _i r3e-[r2+(r-w)'+(r-wB)2]/2(l---'r"w te-t2/2 dt dwdr ye-(Y2+A2)A'o (yA) d '

co co _ _, r-wB / k-3l - a 0 = _T (k k!_3)! dB fo ;0 r3e-[r2+(r-w)2+(r-wB)2]/2(t--- r-w te-t2/2dt dwdr

Discussion

The majority of the equations derived so far are impossible to evaluate or reduce to closed

form, especially if n ->16. For some limited values of n, A, and BT, the calf's can be expressed in

terms of polynomial approximations (References 12 and 13), especially for combinations of n and

A that result in the tails of the distributions. To obtain a complete picture of the dependence of Pe

and Pc on n, A, and BT, the expressions for Pe and Pc were numerically integrated for all combina-

tions of A = 1, 2, 3, 4, 5, 6, 8, 10 and n = 16, 32, 64, 19.8. The ratios of interest were B1, B4, and

B6 for both the coherent and noneoherent detection; some of the results are tabulated in Tables E1
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i

through E6. These tables were in turn used to plot Figures E1 through E6. Each figure contains

plots of the probability of correct decision Pc vs. the probability of erroneous decision Pe for some

interesting combinations of n and A.

It should be noticed that the detectability is degraded as the number of signals is increased;

this result was expected and becomes obvious if Figure 5 is observed, where the pdf of the highest

of n noise signals is plotted. (From the information point of view, the detectability must deteriorate

as n is increased because, by increasing n, we increase the information rate, thus operating either

closer to channel capacity or exceeding channel

1.0

0.9

0.8
i

0.7

0.6

"_ 0.5
_x

0.4

0.3

0.2

o.I

0

t\\\

1 2 3 4 4.5 5

Figure 5--The pdf of the largest of n normally distributed,
independent, random variables with zero mean and unity
variance.

capacity.) It should be noticed that for n = 127,

the mean of xL (the highest noise signal) is

roughly 2.5, and the standard deviation is

roughly 0.5; this indicates that unless the use-

ful signal has a mean greater than 2.5 the

probability of error will be larger than the

probability of correct detection on the average.

This can be verified by looking up Pe and Pc

for A = 2 and A = 3with n = 128. It should

also be noticed that as B T increases, both Pe

and Pc decrease and that the maximum P and

Pc occurs for BT zero or -_o (depending on the

function defined by B), and they lie on the

straight line defined by Pc = 1 - Pe • This is the

line that represents Pe and Pc for the maximum

likelihood decision scheme which is obviously

a special case of the more general decision

scheme proposed in this paper.

Some graphs representing B1, B4, and B6 were superimposed in Figure E7 in order to illustrate

the relative performance of these ratios. It can be seen from this figure that B4 performs as well

or better than B1 and that B 6 performs as well as B,. The difference in performance is not large

enough to justify the preference of one ratio over the other based on performance alone. The choice

of the ratio should be based on the amount and type of knowledge about the signals so that all as-

sumptions are satisfied. For example, B 6 does not require any knowledge about _ and _ of the sig-

nals; B 4 requires knowledge of _, and B1 requires knowledge of both _ and _.

Applications

The plots of Appendix E can be used in many ways depending on the type of problem. If one is

only interested in maximum likelihood decision scheme, then by observing the value of B, one can

attach a confidence level on the decision. For example, consider coherent detection using the max-

imum likelihood decision scheme with A = 2, n = 32, B = B 4. Suppose that we made a maximum

likelihood decision and that x(n ) = 5, x¢._,) = 4.6, and _ = 1; then B 4 = (5-4.6)/1 = 0.4. Thus by

making use of the information contained in the value of x(.) and x(.__) we can say that x(n ) is the

useful signal with a confidence about 82.5 percent (p = 0.2).
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If errors in excessof onein tencannotbe tolerated(this couldbethecasewhereanerror
correctioncodewill breakdown,andit is preferableto retransmit if theerror rate is larger than
0.1),assumingA = 3, n = 32, and the ratio B = B6 noncoherent, refer to Figure E6 and look up BT

for Pe = 0.1; extrapolating, BT = 1.6; thus we can set a threshold and either accept x(.) as the use-

ful signal if B6 > 1.6, or ask for retransmission if B 6 -< 1.6 (of course we need the values of x(.) ,

x(._l), and x(,) to calculate B6). If the values of the cost functions C1, C2, C3, and C 4 are known,

the decision system can be optimized by minimizing the average risk:

= -c,p C h-C.g

= - Pc(c1+c4) +Pe(c2-c3) +ca + C4h -

Since _, P, Pc are functions of BT, differentiate this equation with respect to BT and set it equal to
zero. The result is

0Pc C2 - C3

0p e - C1 + C 4

This result indicates that the optimum threshold B T for any B(B1, B2, .-. B 6 ) iS the point on the

appropriate curve which has a slope equal to (C 2 -C 3 )ACl +C 4) . Since the curves are monotonic,

the solution is unique. Since the maximum likelihood decision points lie on the Pc = 1 - P line,

obviously they do not in general represent the point of optimum operation. For example, let

C3 = C4 : 0 and C 1 : C2; then (C 2 -C3)/(C , +C 4 ) = 1, and the optimum BT is the one corresponding

to unity slope, which for B, coherent occurs at the points indicated in Figure 3. It can be seen that

for the cost functions mentioned, the maximum likelihood decision scheme is optimum for A_> 4;

however, for values of A <_3, the maximum likelihood decision scheme is not optimum (the optimum

points are for A = 3, n = 32; BT _ 2.0; for A = 3, n = 64; By _ 2.4; for A = 3, n = 128, B w _ 2.8;

for A = 2, n = 16: B T _ 2.0; for A = 2, n = 32:13 T _ 2.6 and so on). The last result shows that

only the relative magnitudes of C1, C2 , C3, and C4 are sufficient for the determination of the point

of optimum operation.

EXPERIMENTALRESULTS

As was mentioned earlier, the solutions of Pe and Pc for the ratios B2, B3, and Bs become im-

practical; it was shown, however, that for large n, the distributions of these ratios converge to

those of the ratios discussed in the section on theoretical results (B1, B 4, and B6). Since the n's

of interest (n = 16, 32, 64, 128) are fairly large, the performance of B 2 and B3 is expected to be

comparable to that of Ba and the performance of Bs comparable to that of B4. To substantiate this

argument a simulation was conducted where normally distributed numbers were generated with

mean zero and variance one; half of the histogram of 100,000 numbers from this distribution is

shown on Table 2. It can be seen that it is very close to the theoretical histogram.
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Table 2

The Histogram of the Random Numbers Which Were Generated for the Simulation.

Interval Exper Theor Interval Exper Theor Interval Exper Theor Interval Exper Theor

0-0.04 1607 1595 1-1.04 948 949 2-2.04 207 207 3-3.04 15 17

0.04-0.08 1588 1593 909 910 187 191 15 15

0.08-0.12 1590 1587 869 871 175 177 12 13

0.12-0.11 1586 1580 825 833 159 161 12 12

0.11-0.2 1568 1571 1.16-1.2 797 796 2.16-2.2 148 149 3.2-3.24 9 10

0.20-0.24 1562 1557 760 758 136 135 9 9

0.24-0.28 1549 1543 716 721 122 125 9 8

0.28-0.32 1525 1525 687 686 112 113 6 7

0.32-0.36 1509 1507 650 650 103 103 6 6

0.36-0.4 1489 1484 1.36-1.4 625 616 2.36-2.4 95 94 3.4-3.44 6 5

1452 1461 578 583 87 85 3 5

1444 1436 549 549 76 78 6 4

1408 1408 519 518 69 70 3 4

1376 1379 489 488 63 63 3 3

0.56-6 1349 1349 1.56-1.6 457 458 2.56-2.6 57 57 3.6-3.64 3 3

1316 1316 429 430 52 52 0 3

1276 1284 406 402 45 46 4 2

1252 1248 375 376 43 42 3 2

1215 1214 352 352 36 37 0 2

0.76-0.8 1178 1177 330 327 2.76-2.8 36 34 3.8-3.84 0 2

1141 1140 307 304 27 30 3 2

1100 1103 282 284 27 27 0 1

1064 1064 265 262 25 24 0 1

1031 1026 244 243 21 21 0 1

0.96-1 991 987 1.96-2 221 225 2.96-3.0 18 19 3.96-4.00 3 1

A sample of n of these numbers was drawn, and the first one was given a bias A, /x s : x 1 + A),

resulting in n - 1 numbers from N(0, 1) and one from N(A, 1). This experiment was repeated 1000

times, and each time the ratios R1, R2, R3, R4, Rs, 1_6, _, s, etc. were calculated, and histograms

were made, both for the case where xs= x(n ) and when x < x(n) (in the latter case the largest sig-

nal is the largest noise signal xL). The foregoing histograms were converted into cdf's. Thus the

value of the resulting cdf was identified with 1 - Pc when x(,) = x S and 1 -Pe when x(,) = x L . Parts of

the experimental results are tabulated in Tables E7 to El8, and the corresponding graphs were

plotted in Figures E8 to El9 to show the deviation orB2, B3, and B s from B, and B 4.
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• This experiment was also repeated by generating a Rician distribution. It should be noticed

from the appropriate tables or plots that the agreement between the theoretical and experimental

results for B 1, B4, and B6 is excellent. A further look into the plots containing B1, B2, B 3 on the

same graph and B 4 , B s , B6 on the same graph substantiates the argument that the performances of

BI, B2, and B3, are comparable and so are those ofB4, Bs, and B 6. The foregoing results were ob-

tained for all combinations of n = 16, 32, 64, 128, and A = 1, 2, 3, 4, 5, 6, 8, 10; however, since

for A >_5 the probability of error approaches zero and the probability of correct detection approaches

unity, graphical representation for the cases A-> 5 became difficult; consequently the cases for

which A _>5 were omitted.

CONCLUSION

The aims of this paper have been to introduce some functions of the observations at the correlator

outputs which could be used to place confidence levels on our decisions, control the error rate or

determine the optimum decision scheme with the aid of loss functions and to analyze the perform-

ance of the aforementioned functions (ratios) in order to obtain numerical results for the first ob-

jective, and to compare their relative performance. A generalized decision scheme was introduced.

The decision space consisted of two points--d,: X(n ) is the useful signal, and d2: X(n ) is not the use-

ful signal. The decisions depended on the value of a function of the correlator outputs B. If B > BT,

the decision was all; if B<Bs, the decision was d 2. The probability of error is Pe for d 1 and 1 -Pc

for d 2. The probability of correct decision is Pc for d I and 1 -Pe for d_; the probability of d I is

Pe +P.., and the probability of d 2 is 1 -Pe -Pc" Since the decision that x(,) is not the useful signal is

an action that leads to no decision, d 2 is an indecision for our specific application, and 1 -Pe -Pc is

the probability of indecision. Similarly, Pe + Pc is the probability of decision that x(,) is the useful

signal; Pe is the probability of erroneously selecting x<.) as the useful signal; and Pc is the prob-

ability of correctly selecting x(n)as the useful signal. If the loss function C,, C 2, C3, C4 is known,

the value of Bw that results in the optimum decision scheme can be determined graphically from

the Pc vs. P plots by choosing the point on the appropriate curve with slope (C 2 - C3 )/(C, + C4 ). On

the other hand, if one's only concern is to keep the probability of erroneous decision Pe below a

certain value Pe_, then B T is the B that corresponds to this value of Pe' Pe T" If BT is set equal to -co,

then the probability of d I becomes unity, and the probability of d 2 becomes zero. Thus

Pe + Pc = 1 and 1 - P - Pc : 0 .

The probability of error in dl, (P)is equal to the probability of error in d2, (1 -Pc ), if there was

a d 2 (but P(d 2) = 0 with BT = -co ). This value of BT results in a degenerate case of the generalized

decision scheme that we started with, and it is identified as the maximum likelihood decision

scheme because under the maximum likelihood decision scheme we always make decision d 1 ir-

respective of the value of B (the critical region B w < B < co contains all values of B when B v = -co ). AS

can be observed from the graphs, this technique results in the maximum Pc but also maximum P e,

with the probability of indecision 1 -Pe -Pc equal to zero. Since, under the maximum likelihood

decision scheme, we have no control on B w and consequently on the probability of error, the only
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improvementthatwecanaddto this techniqueis to calculateBfor eachdecisionand,by searching
thegraphsor tablesfor thecorrespondingvalueof Pe, to determine the confidence level of each

decision by calculating 1 -P¢. This number could be used for determining the degree of the validity

of decisions and or assumptions about the signal and noise parameters. Finally the results in-

dicate that the performance of B4 is as good or better than that of B 1, which was expected because

it was assumed that the parameters _ and _ were known. If _ is not known, then B4 is superior. If

nothing is known about _ or _2 of the noise, then B0 should be used. This ratio is a function of only

three statistics x(1), x (._,), and x(.); it is relatively simple to calculate, and performed almost as

well as B4, the ratio with the best performance.

Finally the experimental results confirmed the theoretical results on B,, B4, and B o and sub-

stantiated the argument that for n -> 16, B2 and B 3 perform as well as Bl, and Bs performs as well

as B4. The difference in power of the six ratios was so small that the preference of one ratio over

another should not be based on performance alone but rather on the satisfaction of the assumptions

associated with each ratio and the simplicity of calculating the ratio.

Goddard Space Flight Center

National Aeronautics and Space Administration

Greenbelt, Maryland, May 4, 1967

125-22-01-17-51
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Appendix A

LIST OF SYMBOLS

Pe =

,e:

Pc =

£

i

Ho:

N(a,b 2)

x(i):

x L"

B T :

pdf:

cdf:

f (x), f (x):

F (x), F (x):

E:

No:

n, N:

The significance level (also known as the type I error).

Probability of error.

The power (also known as the probability of rejecting lt0/a 1).

The probability of correct detection.

Means "an element of."

Means "not an element of."

Is used for the parameter space.

Is used for the parameter space under Ho.

The null hypotheses; unless otherwise specified, H0 is the hypothesis that the

largest signal is noise.

Hi: The alternative (hypothesis); unless otherwise specified, a_ is the hypothesis that

the largest signal is the useful signal.

Means normal distribution with mean a and variance b 2.

The ith order statistic.

The largest of the n - 1 noise signals.

The value of the ratio that separates the acceptance from the critical region.

Abbreviation for probability density function.

Abbreviation for cumulative probability distribution function.

pdf's of the noise and useful signal respectively.

cdf's of the noise and useful signals respectively.

The average signal energy per bit.

The noise power density per unit bandwidth.

The sample mean.

s: The sample standard deviation.

The number of words.
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Appendix B

PROBABILITY OF ERRORFOR THE MAXIMUM

LIKELIHOODDECISION SCHEME

Let xx_ x2, xn_ a from f(x) and xs from g(x). Let x i be the ith largest sample point from f(x).

The probability density function of xL, the largest sample point from f(x), is (Reference 14)

where

h(xw. )dx : (n- 1) [F(x)]n-2 f(x)dx , (B1)

F(x) = _ f(t)dt ;

since

f(x) dx = dF(x) ,

Equation B1 can be written as

h(XL)dX : h(Xn-l) dX = (n-1)[F(x)]n-2dF(x) = d[F(x)] n-1 (B2)

The probability of correct detection in maximum likelihood decision is equal to the probability

that the largest of the noise signals xL is less than the useful signal x s . Thus

( )S_'"[ ]Pc = g x s d F(x) n-1 dx s
co co

The probability of error Pe

Equation C7 by letting B T

I; ,E ,l I; "n-1 f(X) d dxg(xs r(xs dXs : g(xs s (B3)
co co co

= 1 - Pc • It should be noticed that Equation B3 could be derived from
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Coherent Detection

If

and

1 e_X2/2 -co < x < co ,

f(x) -

then

_ 1 -(x - ^)2/2

? xl_ 1 f e-(,%-A):/2
P= Y_" ,)-¢o dx s f(x) d

Results of this integral have been tabulated (Reference 3) for several combinations of n and A.

Noncoherent Detection

If

mnd

f(r) = re -_2/2 0 _ r <

then

g(r) = re -(r2+A2)/2 Io (rA) 0 -<r < co

n-I

f/ (f:)P = re -(r2+A2)/2 I 0 (rA) te -t2/2 dt dr

re -(r 2+A2)/2 I 0 (rA) (1 - e-'2/2) n-I dr

co n-1

fl re-(r2+^2)/2Io (rA) _--_
k=O

(-1)k(nkl) e-kr2/2 dr

n-I

_(--1)k (n-1)re-['2(l+k)+A2]/210k (rA) dr .

k=O
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By usingnew variables r',A' such that r'A' = rA and r2(1 +k) = r '2 ,

rl/T+kA ' = rA ,

A
A s -_ ___

and

n-£ ( ) e_A2k/2(l+k) f_ (r,2+A,2)//2io(r,A,)dr, .
P_ = (-1) k n-1 'e-k l+k r

k=O

n-I

Pc = _(_1) k (n k 1) e -kA2/[2(l+k)]]_+_ k_

k=O
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Appendix C

DISTRIBUTIONS OF B1, B4, ANDB6

The expressions for the probability of error Pe and the probability of correct decision P are

derived for each of the ratios mentioned in the section on new statistical tests by using the results

of the section on distributions. The first statistic is the ratio of the difference between the largest

sample point and the population mean to the population standard deviation. Since population mean

and variance is used, it has been assumed in this case that _ and _ are known; thus

BI X(n) -- _ , (cl)

X s -_

BI_ = _' (C2)

and

x L -Fz

B1L = cr (C3)

Without loss of generality, one can let _ = 0 and _ = 1; the statistics involved here are xL and x s .

Since xL and xs are independent,

f(x , x) : fL(xL)fs(x)

[;: tl= (n-l) fx(t)d f (XL) f (xs) ,

where fx (t), F X (t) are the noise pdf and cdf respectively, and f (t),

cdf respectively. Applying the transformation

(C4)

F s (t) are the signal pdf and

gives

x s Bls ;

LJI 1,

_B,, If:: tl --2f(Bl_ ) = (n-1)f_(B1_) f (xc) f (t)d
--co

dXL • (C5)
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Identifying

n-2

(n-l) fx(XL) f_ f_(t) dt dXL
(C6)

as

o-')

gives

--m < Bls < co

and

Pe

Po -- f, f(B,s)_,, f (B,_) (B,_)°'= x dBls

B T T

is the probability that B L >B T and xL > x. Applying the transformation

x L = B L ;

IJI : t

and using Equation C4 gives

(c_)

_XL=B Lf(BlL) = (n_1)fx (BL)[Fx (BL)]n-2 fs (xs)dxs ; _co < B, L < oo

a-co

and

p = f(B1L) dB1L : (n-l) f.(BL) . (BL) n-2
e BT T' co

BT co

(C8)
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" The first ratio of the second group is the one having _ in the denominator, thus assuming that

is known. Thus,

B4 -- X(n) -o-x (n-l) (C9)

For _ = i,

B_s = xs - xL

and

B.L 

Applying the transformation,

Y = xL - xL_I , if xs < XL_I;

Z = xL - xs , if XL_ I < Xs < X L

(ci0)

---- X "
X s

X L = X -- B4s

]jL -- I.

Using the results of the section on distributions and Equation C4 gives

and

f(_ =x,x_=_-B4s )dx

Ff tlf_o x-B4s= (n-1)fs (X) fx (x-B4s) fx (t)d dx

® [g-_

Pc : (n-1)dB fs (x) fx (x-B4s)
BT co

To find Pe' we have to use the joint density of xs, xL, and XL_I

f(x L, xL-,, xs) = f(xL, XL-I)fs (Xs) ,

= (n-l) (n- 2) [Fx (XL_l)] n-3

-co < B4 s < co

n-2fx (t)d dx .

which is (References 11, 14)

fx(XL)f_ (XL-1) f_(xs) ,

(Cll)
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where

< XL_I <CO

If x < XL_,, apply the transformation

thus

P
e 1

If XL_ 1 < X s

thus

---00 < XL < CO, and .--oo < Xs < CO

42

x L : X

XL_ 1 X - Y ;

[JI = 1;

m= f(Y, x, Xs)dY
B T

(...... - = : x-Y, x = x l J[ dx dxdY: f X L X ,XL_ 1 s s s

T

x-Y

= dY (n-1)(n-2) [Fx(x-g)Jn-afx (x)fx (x_Y) dx
B T m co

< xL , apply the transformation

X s

P% f(Z, x, XL_I) dz =
B T

F f_= dZ

B T m

: f7d, f_
B T oo

X L = X

= x-Z ;

IJ[ : 1;

fofof,,=--,(
f X L : X, XL_ 1 : t, x s

(n - 1) (n - 2) f (x) f (x - Z) dxf_ x_

(. - 1) f (x) f (x -z) [F (x-Z)]--2

q (x,)dxs

: x- Z)/J] dt dx dZ

fx (t) [F, (t)] "-3 dt

(c12)

(cla)



Of course,

Pe = Pe 1 + Pe 2 (C14)

The last ratio to be theoretically investigated is B6. Although this ratio appears to depend on

only three statistics, it is a function of all n order statistics because they must all be known in

order to find x(1), X(n_l), and X(n). Since

when xs : x(.),

X(n ) - X(n_t)
13 6 =

X(n ) - x(D

In this case, we need f(x L, xo) / which is

X s -- X L

_ °

B6s = xs -X(l) (C15)

f(xL,x(,,} : (x,)-Fx(x,)]°-3

Applying the transformation

f(x(1)) f(Xr) ; -co < xo)< co, -_ < XL < co

_ves

-- X _ X : X
Xs s

-- --- W )._..> X 1 -- X -- W

Xs x(1)

X s - X L -- wB6s X L : X - WB6s

l_l : lwl

I

B T

= (n-1)(n-2)f(x 1 : x-w, xL : x-wB6_, x = x)lwldwdx_6_
_"BT,d-co_ 0

The upper limit of the first integral is 1 because 0 <_B6<--1, and the lower limit of the last integral

is zero because the range w is always non-negative; making the proper substitutions:

; t]P = [- (n-1)(n-2)dB6_ f (x) dx f (t)d fx(X-w) f_(x-wB)wdw (C16)
d

B T co t.. x ( l)=X"W
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For the pei8 we shall need f (x(1), XL_1 , XL)whieh is

f(X(1),XL_I,XL)--<n-i><=-¢.-3> :x<,>)]"-:_
for x{1 ? XL, XL_1 in (-% co). Thus

fx (x(1)) fx (XL-1)fx (XL)

B6L

fl XL - XL- 1

X L -- x(1 )

z

X L - X s

X L - X(1 )

If x _<xL_1 apply the transformation

, if

, if

x s < and-- XL_ 1

< X < X L •XL-1 -- s --

(c17)

X L =

X L - X(l )

X L - XL_ 1

The joint density of x(1), XL_I, xL iS

xLW --->
= x(1 )

: XL_ 1 =

LjI : I_1 : w.

= x

= X -- W

x-wY

f(x(,), XL_I, XL): (rl - 1) (rl- 2) (n - 3) [Fx (XL-l) - Fx (x(1))] ri-4

for x(1), xL_l_ xL in (-% m); .

fx (x(1)) fx (XL-1) f_ (XL)

_ c° fc° rxi_-l=X-WY (fl (B6L) : f(Y) : f ×(,) : x-w, x__, : x-wY, x,_ = x, _ : x)IJI dx dwdx

for 0 <--B6L<-I, and P becomes:
e 1

1 (n - 1) I x-wV n-4 x-wY

P_ : BT _ _" t_'x-_ f (t)d f (x-W) fx (x-wY) f (x)wdwdxdY._oo f (x)dx "(CIS)

If XL_ 1 < X s < XL$ apply the transformation

X L = X

x(1 ) x - w
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Thenf2 (B6L) becomes

f;f2 (B6L) -- f(Z) : f(x(l ) : x-w, XL_ l = XL_ I, x L : x, x s : x-wZ)]JI dXL_ 1 dwdx ,

go

0 < B6L ! 1 and Pe becomes
2

_ (n_ dZ __ _L-_Pe 2 (n . fx (X) fx (x-W) fs ( x-wZ)wdwdx fx (XL-l) fx(t) d

T co -w

dXL- 1

1 co co I.x-w Z tl n-3: (n-X)(n-2)f.sT dZf._ f×(x) dxyO- fs (x-wZ) fx (x-w)wt_j_w fx (t)d dw .

The probability of error is

(C19)

Pe = Pe t + Pe 2 (c2o)
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AppendixD

OUTLIERS

In this type of approach, we shall assume k noise signals and find the probability of erroneously

deciding that the largest noise statistic comes from another distribution. This probability has been

previously defined as %; thus

_0 = P(B>BT[all k signals came from 8 0 _w) . (D1)

Having found %, 1 - a o is the confidence with which we accept X<k> as the signal. Thus

a 0 : f(B L)dB L . (D2)
T

For B = B1

co k-1t"

ao = / kf× (xL) f (t)d dx i ;
B r

(D3)

1 -- _0 : _fWkfx (x) fx(t)d dx : [Fx(BT)] n
co

(D4)

The only pdf is the noise pdf; therefore we shall drop the subscript in this appendix.

notation, we shall also drop the parentheses about the subscripts.

For B = B 4 , apply the transformation

To simplify

X k = X

Xk_ 1 : X -- B

IjL -- _.
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Thus

and

f(B) ): f x k :- x, Xk_ 1 = X-B dx _<B<_

--
co

= __ k(k- 1) f(t)d f(x) f(x-B)dx ,
¢0

a o = f(B)dB ,

T

(DS)

Thus

T1 - a o = f(B) dB .

For B = B6, apply the transformation

X k = X

X 1 -- X - W

Xk_ 1 = X -- Bw

IJI--Iwl.

(D6)

then

c_ 0 =

k(k- 1)(k-2) [F(Xk_l)-F(Xl)]k-af(x,} f(Xk_l) f(Xk) , 0-< B < 1 ;

fT k(k- 1)(k-2)dB dx wtLx_ w f(t)d f(x) f(x-w) f(x-Bw)dw
B T

(D7)
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x -B w k -3

(1-ao) -- k(k-1)(k-2)dB dx w f(t)d f(x) f(x-w) f(x-Bw) dw .
-w

(D8)
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Appendix E

TABULATEDAND GRAPHICAL RESULTS

This appendix contains both the theoretical and the experimental results in the form of tables

and graphs.
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Table E1

Theoretical Results, B 1 Coherent.

n = 16

A=I A=2 A=3 A=4

BT

P, Pc Pe Pc P_ Pc Pe Pc

-0.2 0.739 0.260 0.405 0.594 0.133 0.866 0,025 0.974

0.2 0,739 0,260 0.405 0.594 0.133 0.866 0.025 0.974

0.6 0.736 0.260 0.404 0,594 0,133 0.866 0.025 0.974

1.0 0.704 0.254 0.395 0.591 0.132 0.865 0.024 0.974

1.4 0.575 0.227 0.346 0.570 0.123 0.859 0.024 0.974

1.8 10.360 0.169 0.242 0.504 0.098 0.630 0.021 0.969

2.2 0.169 0.102 0.128 0.390 0.062 0.759 0.016 0.952

2.6 0.062 0.051 0.052 0.267 0.030 0.640 0.009 0.911

3.0 0.018 0.021 0.016 0.152 O.Oll 0.490 0.004 0.834

3.4 0.004 0.007 0.004 0.077 0.003 0.336 0.001 0.718

3.8 0.000 0.002 0.000 0.034 0.000 0.206 0.000 0.571

n=32

A=I A=2 A=3 A=4

P, Pc P, Pc Pc Pc Pe Pc

0.828 0.171 0,517 0.482 0.197 0.802 0.042 0.957

0.626 0.171 0.517 0.482 0.197 0.802 0.042 0.957

0,828 0.171 0,517 0.482 0.197 0.802 0.042 0.957

0.825 0.171 0.516 0,482 0.197 0,802 0,042 0,957

0.779 0.166 0.498 0.478 0,194 0,801 0,041 0.957

0.589 0.141 0.405 0.449 0,171 0.788 0.039 0,955

0.316 0.094 0.241 0.369 0.118 0.737 0.031 0.943

0.123 0.049 0.104 0.256 0.060 0.632 0.019 0.907

0.037 0.021 0.034 0.151 0.023 0.487 0.009 0.833

0.009 0.007 0.009 0.077 0.007 0.336 0.003 0.718

0.002 0.002 0.002 0.034 0.001 0.205 0.001 0.571

4.2

4.6

5.0

5.4

5.8

6.2

6.6

7.0

7.4

0.00O 0.013 0.111

0.004 0.052

0.001 0.021

0.000 0.007

0.002

0.000

n= 64

0.412 0.000 0.000 0.000 0.013 0.000 0.111 0.000 0.412

0.267 0.004 0.052 0.267

0.153 0.001 0.021 0.153

0.077 0.000 0.007 0.077

0.034 0.002 0.034

0.013 0.000 0.013

0.004 0.004

0.001 0.001

0.000 0.000

n = 128

A=I A=2 A=3 A=4

BT

P, P_ P_ Pc Po P_ P_ Pc

-0.20 0.889 0.110 0.618 0.381 0.271 0.728 0.065 0.934

0.20 0.889 0.110 0.618 0.381 0.271 0.728 0.065 0.934

0.60 0.889 0.110 0.616 0.381 0.271 0.728 0.065 0.934

1.00 0.889 0.110 0.618 0.381 0.271 0.728 0.065 0.934

1.40 0.885 0.110 0.617 0.381 0.270 0.728 0.065 0.934

1.80 0.807 0.105 0.577 0.374 0.261 0.725 0.064 0.933

2.20 0.533 0.081 0.412 0.333 0.206 0.699 0.056 0.927

2.60 0.235 0.047 0.198 0.246 0.116 0.616 0.038 0.898

3.00 0.075 0.020 0.068 0.149 0.047 0.483 0.019 0.629

3.40 0.019 0.007 0.018 0.077 0.014 0.335 0.073 0.717

3.80 0.004 0.002 0.004 0.034 0.003 0.205 0.021 0.571

4.20 0.000 0. O00 0.000 0.013 0.000 0.111 0.000 0.412

4.60 0.004 0.052 0.267

5.00 0.001 0.021 0.153

5.40 0. 007 0. 007 0. 077

5.80 0.002 0.034

6.20 0.000 0.013

6.60 0.004

7.00 0.001

7.40 0.000

A=I A=2 A=3 A=4

Po Pc Po P_ Pc Pc Po Pc

0.929 0.069 0.707 0.293 0.352 0.648 0.097 0.903

0.929 0,069 0,707 0.293 0.352 0.648 0.097 0.903

0.929 0,069 0.707 0,293 0.352 0.648 0.097 0.903

0.929 0.069 0.707 0.293 0.352 0,648 0.097 0.903

0.929 0,069 0.707 0.293 0.352 0.648 0.097 0.903

0.920 0,069 0.701 0.293 0.349 0,648 0.097 0.903

0,772 0.063 0.609 0.261 0.318 0.640 0.092 0.900

0,416 0.042 0.353 0.226 0.209 0.569 0,069 0.882

0.146 0.020 0.133 0.146 0,091 0.475 0.037 0.623

0.038 0,007 0.037 0.076 0,029 0,334 0.014 0.715

0.006 0.002 0.008 0,034 0.007 0.205 0.004 0,570

0.001 0.000 0.001 0,013 0.014 0.111 0.001 0.412

0.000 0,000 0.004 0.000 0.052 0.000 0.267

0.001 0,021 0.153

0. 000 0. 007 0.077

0.002 0.034

0.000 0.013

0. 004

0.001

O. 000
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Table E2

Theoretical Results, B 4 Coherent.

n = 16 n = 32

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

5.2

5.6

6.0

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

5.2

A=I A=2 A=3 A=4 A= 1 A=2 A=3 A=4

P, P c Pe Pc Pe Pc Pe Pc P, Pc Po Pc P° P= Po P=

0.740 0,260 0.405 0.594 0.134 0.866 0,025 0.974 0.830 0.171 0.518 0.482 0,198 0,802 0.042 0.957

0.334 0,159 0.172 0.455 0.052 0.777 0.088 0.947 0.834 0.094 0,200 0.343 0,717 0.669 0.013 0.915

0,134 0.087 0.065 0.321 0.184 0.660 0.027 0.899 0.118 0.046 0.068 0,221 0.023 0,554 0.041 0.847

0.047 0.043 0.022 0.206 0.057 0.525 0,000 0.825 0,037 0.020 0.020 0,129 0.657 0,411 0,010 0.749

0.015 0.019 0.066 0.119 0.016 0.386

0.004 0.007 0.001 0.625 0.000 0.260

0,001 0.002 0.000 0,029 0,159

0,000 0,000 0.012 0.087

0.004 0.043

0.001 0.019

0.000 0.007

0.002

0.000

n= 64

A=I

P, Pc

0.891 0.II0

0,323 0.055

0.102 0.024

0.028 0.009

0.006 0.003

0.001 0.000

0.000

A=2

Pe Pc

0.620 0.381

0,218 0.251

0.067 0.149

0,018 0.079

0.004 0,037

0.000 0.015

0.005

0.001

0.000

A=3

Pe Pc

0.272 0.728

0.090 0.597

0.026 0.452

0.006 0.313

0.001 0.196

0.000 0.II0

0.055

0.024

0.009

0.003

0.000

0,722 0.010 0.007 0.054 0.067 0.016 0.279 0.000 0.623

0.594 0.002 0.002 0.001 0.031 0.000 0.171 0.482

0.455 0.000 0.000 0.000 0.012 0.094 0.343

0.321 0.004 0.046 0.221

0.206 0.001 0.020 0.129

0.119 0.000 0.007 0.067

0.062 0.002 0.03!

0.029 0.000 0.012

0.012 0.004

0.004 0.001

0.001 0.000

0.000

n = 128

A=4

P, Pc

0.066 0.934

0.020 0.874

0.056 0.785

0.001 0.665

0.000 0.525

0.381

0.251

0.014

0.079

0.037

0.015

0.005

0.001

0.090

A=I

P, Pc

0.932 0,069

0.306 0.032

0,088 0.012

0,022 0.004

0.004 0.001

0.000 0.000

A=2

P, Pc

0.708 0.298

0.227 0.180

0.064 0.098

0,015 0.048

0.003 0.020

0.000 0.007

O. 002

O. 000

A=3

Pe Pc

0.352 0.648

0.108 0.505

0.029 0.860

0,007 0,233

0,001 0.135

0.000 0.069

0.032

0.012

0.004

0,001

0.000

A=4

P, Pc

0.097 0.902

0.028 0.824

0.007 0.714

0.001 0.578

0.000 0.431

O. 29;

0.18C

0.098

0.048

0.02C

0.007

O.002

0,00(
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Table E4

Theoretical Results, B, Noncoherent.

n= 16 n= 32

B T

0.004

0.001

0.000

A=I A=2 A=3 A=4

Pe Pc P, Pc P, Pc P, Pc

0. 0.858 0.141 0.608 0.396 0.275 0.723 0.722 0.927

0.4 0.858 0.141 0.603 0.396 0.275 0.723 0.722 0.927

0.8 0.858 0.141 0.603 0.896 0.275 0.728 0.722 0.927

1.2 0.858 0.141 0.603 0.396 0.275 0.723 0.722 0.927

1.6 0.854 0.141 0.602 0.395 0.275 0.723 0.722 0.927

2.0 0.783 0.134 0.566 0.388 0.266 0.720 0.711 0.926

2.4 0.536 0.I03 0.416 0.346 0.215 0.694 0.631 0.919

2.8 0.250 0.059 0.211 0.255 0.127 0.611 0.440 0.890

3.2 0.084 0.026 0.077 0.154 0.053 0.476 0.229 0.818

3.6 0.022 0.009 0.021 0.078 0.017 0.325 0.901 0.700

4.0 0.005 0.002 0.004 0.034 0.004 0.196 0.272 0.549

4.4 0.000 0.000 0.000 0.012 0.000 0.103 0.000 0.389

4.8 0.047 0.246

5.2 0.019 0.137

5.6 0.006 0.067

6.0 0.001 0_028

6.4 0.000 0.010

6.8 0.003

7.2 0.0O0

n = 64

A=I A=2 A=3 A=4

P, Pc P_ Pc Po Pc Po Pc

0.914 0.085 0.702 0.297 0.364 0.635 0.109 0.890

0.914 0.085 0.702 0.297 0.364 0.635 0.109 0.890

0.914 0.085 0.702 0.297 0.364 0.635 0.109 0.890

0.914 0.085 0.702 0.297 0.364 0.635 0.109 0.890

0.914 0.085 0.702 0.297 0.364 0.635 0.109 0.890

0.906 0.085 0.698 0.297 0.363 0.635 0.109 0.890

0.779 0.077 0.619 0.285 0.336 0.628 0.104 0.888

0.446 0.052 0.380 0.233 0.230 0.579 0.081 0.870

0.167 0.025 0.152 0.149 0.106 0.466 0.045 0.809

0.046 0.009 0.044 0.077 0.035 0.323 0.018 0.697

0.010 0.002 0.010 0.034 0.008 0.195 0.005 0.548

0.001 0.000 0.001 0.012 0.001 0.103 0.001 0.389

0.000 0.000 0.004 0.000 0.047 0.000 0.246

0.001 0.019 0.137

0.000 0.006 0.067

0.001 0.028

0.000 0.010

0.003

0.000

n = 128

A=I A=2 A=3 A=4

B T

Pe Pc Pe Pc P, Pc Po Pc

0. 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

0.4 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

0.8 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

1.2 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

1.6 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

2.0 0.948 0.051 0.781 0.218 0.453 0.546 0.154 0.844

2.4 0.926 0.050 0.767 0.217 0.448 0.545 0.153 0.844

2.8 0.694 0.042 0.597 0.198 0.372 0.527 0.136 0.837

3.2 0.309 0.023 0.282 0.140 0.199 0.448 0.086 0.794

3.6 0.091 0.009. 0.087 0.076 0.069 0.320 0.036 0.693

4.0 0.020 0.002 0.020 0.033 0.017 0.195 0.011 0.547

4.4 0.003 0.000 0.003 0.012 0.003 0.103 0.002 0.889

4.8 0.000 0.000 0.004 0.000 0.047 0.000 0.246

5.2 0.001 0.019 0.137

5.6 0.000 0.006 0,067

6,0 0.001 0.028

6.4 0.000 0,010

6.8 0.003

7.2 O.OOO

A=I A=2 A=3 A=4

Po Pc Po Pc P e Pc P_ Pc

0.969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0,969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0.969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0.969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0.969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0.969 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0,968 0.030 0.841 0.158 0.538 0.461 0.207 0.791

0,897 0.029 0,788 0.154 0.514 0.458 0.202 0.790

0.525 0.020 0.481 0.125 0.342 0.417 0.150 0.767

0,176 0.008 0.168 0.073 0.134 0.312 0.070 0.684

0.041 0.002 0.040 0.033 0,035 0.194 0.022 0.545

0.007 0.000 0.007 0.012 0,007 0.103 0.005 0.388

0.001 0.001 0.004 0.001 0.047 0.001 0.246

0.000 0.000 0.001 0.000 0.019 0.000 0,137

0.000 0.006 0.067

0.001 0.028

0.000 0.010

o.003

0.000
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n=16

Table E5

Theoretical Results, B 4 Noncoherent.

n= 32

0.001 0.001 0.001 0.015 0.000 0.102

0.000 0.000 0.000 0.005 0.050

0.001 0.021

0.000 0.008

0.002

0.000

A=I A=2 A=3 A=4

B T

p° po p, Po p, Po p. Po

0. 0.858 0,141 0,604 0.396 0.270 0.723 0.072 0.927

0.4 0.334 0.070 0,227 0.259 0.097 0.588 0,023 0.863

0.8 0,112 0,031 0,074 0.152 0,030 0,441 0.006 0.767

1.2 0.083 0.011 0.021 0.080 0.008 0.801 0.001 0.642

1.6 0.008 0.004 0.005 0.037 0.001 0.185 0.000 0.499

2.0 0.355

2.4 0.229

2.8 0.133

3.2 0.069

8.6 0.081

4.0 0.012

4.4 0.004

4.8 0.001

0.000

n= 64

A=I A=2 A=3 A=4

Pe P° Pe Pc P Pc P, P

0.914 0.085 0,702 0,297 0.364 0.635 0.109 0.890

0.316 0.038 0.237 0.179 0.118 0.487 0,033 0.804

0.094 0.015 0.069 0.090 0.033 0.341 0.008 0.687

0.024 0.005 0.017 0.045 0.008 0.215 0.002 0.546

0.005 0.001 0.003 0.019 0.001 0.122 0.000 0.398

0.001 0.000 0.000 0.007 0.000 0.061 0.264

0.000 ! 0.002 0.027 0.157

0.000 0.010 0.083

0.003 0.039

0.001 0.016 i

0.000 0.005

0.001

0.000

n = 128

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

5.2

A=I

P_ Po

0.949 0.051

0.295 0.021

0.079 0.007

0.018 0.002

0.008 0.000

0.000

A=2

P, Pc

0.781 0.218

0.239 0.122

0.063 0.060

0.014 0.026

0.002 0.009

0.000 0.008

0.000

A=3

Pe Pc

0.453 0.546

0.134 0.395

0.084 0.259

0.007 0.152

0.001 0.079

0.000 0.036

0.014

0.005

0.001

0.000

A=4

P, Po

0.154 0.844

0.043 0.738

0.010 0.604

0.002 0.455

0.000 0.311

0.192

0.105

0.051

0.022

0.008

0.002

0.000

A=I

P, Pc

0.970 0.030

0.274 0.011

0.066 0.003

0.014 0.001

0.002 0.000

0.000

A=2

P, Pc

0.842 0.158

0.235 0.081

0.056 0.037

0.011 0.014

0.002 0.005

0.000 0.001

0.000

A=3

P, P_

0.539 0.401

0.146 0.314

0.034 0.192

0.007 0.105

0.001 0.050

0.000 0.021

O.007

0.002

0.000

A=4

P_ Pc

0.208 0.791

0.054 0.667

0.012 0.521

0.002 0.371

0.000 0.239

0.137

0.070

0.031

0.012

0.004

0.001

0.000
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Table E6

• Theoretical Results, B 6 Noncoherent.

n = 16

A=I A=2 A=3 A=4
BT

Pe

0 0.857

0.I 0.541

0.2 0.292

0.3 0.130

0.4 0.043

0.5 0.009

0.6 0.001

0.7 0.009

0.8

0.9

1.0

Pc

0.143

0.099

0.061

0.032

0.013

0.003

0.000

0.000

Pe

0.610

0.365

0.188

0.079

0.025

0.005

0.000

Pc

0.390

0.313

0.226

0.141

0.077

0.024

0.005

0.000

Pe

0.279

0.154

0.073

0.028

0.008

0.001

0.000

Pc

0.721

0.638

0.529

0.395

0.247

0.112

0.029

0.003

0.000

Pe

0.073

0.036

0.015

0.005

0.001

Pc

0.927

0.882

0.814

0.703

0.536

0.319

0.116

0.015

0.000

n= 32

A=I A=2 A=3 A=4

P_ P_ P _ P_ P_ P_ P_ P_

B T

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0.902

0.481

0.204

0.064

0.013

0.001

0.000

0.106

0.052

0.026

0.010

0.003

0.000

0.000

0.703

0.357

0.145

0.043

0.008

0.001

0.000

0.297

0.213

0.133

0.067

0.024

0.005

0.000

0.364

0.172

0.065

0.018

0.003

0.000

0.636

0.528

0.399

0.255

0.122

0.035

0.004

0.000

0.109

0.047

0.016

0.004

0.001

0.000

0.891

0.823

0.723

0.570

0.365

0.155

0.001

0.000

n = 64

A=I A=2 A=3 A=4

P P P P P P P_ P_e c e c e c

S T

0

0.i

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0.949

0.416

0.138

0.030

0.003

0.000

0.051

0.027

0.011

0.003

0.001

0.000

0.782

0.333

0.107

0.023

0.002

0.000

0.218

0.141

0.075

0.030

0.007

0.001

0.000

0.453

0.183

0.055

0.011

0.001

0.000

0.547

0.423

0.287

0.154

0.055

0.009

0.000

0.160

0.057

0.016

0.003

0.000

0.840

0.754

0.621

0.437

0.227

0.064

0.005

0.000
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Table E7

Experimental Results, B_ Coherent.

n = 16 n = 32

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

A=I A=2 A=3 A=4

P° Pc Po Pc Po Pc P, Pc

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978

0.739 0.260 0.405 0.595 0.120 0.880 0.022 0.978

0.727 0.259 0.402 0.594 0.120 0.880 0.022 0.978

0.665 0.245 0.380 0.591 0.117 0.878 0.022 0.978

0.475 0.204 0.310 0.558 0.099 0.866 0.021 0.976

0.261 0.151 0.192 0.466 0.075 0.826 0.015 0.965

0.111 0.075 0.088 0.339 0.046 0.731 0.010 0.939

0.031 0.033 0.029 0.214 0.022 0.590 0.002 0.883

0.003 0.017 0.009 0.112 0.011 0.429 0.000 0.785

0.001 0.009 0.002 0.046 0.002 0.283 0.652

0.000 0.003 0.000 0.016 0.000 0.163 0.501

0.002 0.007 0.088 0.324

0.000 0.001 • 0.036 0.208

0.000 0.016 0.114

0.006 0.051

0.003 0.026

0.001 0.010

0.000 0.002

0.000

n = 64

A=I A=2 A=3 A=4

P_ Pc P P P P P Pc

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.811 0.189 0,519 0.481 0.202 0.798 0.050 0.950

0.811 0.189 0,519 0.491 0.202 0.798 0.050 0.950

0.798 0.187 0.512 0.480 0.201 0.798 0.050 0.950

0.692 0.177 0.560 0.470 0.194 0.793 0.049 0.949

0.474 0.139 0.317 0.420 0.152 0.768 0.042 0.943

0.191 0.078 0.163 0.319 0.085 0.683 0.030 0.924

0.063 0.029 0.056 0.220 0.037 0.545 0.017 0.869

0.017 0.010 0.021 0.120 0.014 0.395 0.008 0.762

0.001 0.004 0.004 0.057 0.003 0.258 0.002 0.640

0.000 0.002 0.000 0.024 0.000 0.137 0.001 0.510

0.072 0.000 0.3550.000 0.008

0.006 0.036 0.214

0.001 0.015 0.118

0.001 0.004 0.060

0.000 0.002 0.030

0.001 0.009

0.000 0.005

0.000

n = 128

B T

0,

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

A=I A=2 A=3 A=4

Po Pc P_ Pc P_ Pc P, Pc

0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

A=I A=2 A=3 A=4

Pe Pc P_ Pc Pe Pc Pe Pc

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.881 0.118 0.620 0.380 0.270 0.730 0.076 0.924 0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.862 0.118 0.612 0.377 0.269 0.730 0.076 0.924

0.700 0.103 0.529 0.358 0.245 0.721 0.071 0.921

0.382 0.069 0.313 0.284 0.160 0.671 0.052 0.907

0.128 0.038 0.120 0.190 0.070 0.574 0.038 0.868

0.044 0.019 0.034 0.101 0.024 0.415 0.017 0.771

0.007 0.007 0.008 0.048 0.008 0.273 0.004 0.643

0.000 0.000 0.003 0.016 0.002 0.155 0.000 0.501

0.001 0.003 0.000 0.085 0.353

0.000 0.000 0.035 0.198

0.014 0.099

0.003 0.038

0.003 0.017

0.000 0.005

0.000

0.935 0.064 0.709 0.291 0.383 0.617 0.089 0.911

0.894 0.064 0.679 0.290 0.380 0,617 0.087 0.911

0.623 0.050 0.492 0.266 0.312 0.600 0.081 0.907

0.294 0.026 0.226 0.189 0.176 0.509 0.045 0.877

0.097 0.009 0.077 0.109 0,059 0.387 0.022 0.790

0.023 0.003 0.019 0.049 0.015 0.247 0.008 0.674

0.006 0.002 0.004 0.024 0.002 0.144 0.001 0.515

0.001 0.000 0.001 0.005 0.000 0.073 0.000 0.379

0.001 0.002

0.000 0.000

O. 000 0.022 0.241

0.010 0.141

0.008 0.079

0.002 0.032

0.002 0.015

0.000 0.009

0.001

O. 000
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Table E8

Experimental Results, B 2 Coherent.

n = 16 n = 32

S T

0,

0.4

0.8

1.2

1.6

2,0

2.4

2.8

3.2

3.6

4.0

A=I A=2 A=3 A=4 A=I A=2 A=3 A=4

Po Pc Pe Pc Po Pc Po Pc Po Pc Po Pc Pe P P• Pc

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978 0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978 0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.740 0.260 0.404 0.595 0.120 0.880 0.022 0.978

0.691 0.253 0.389 0.593 0.118 0.880 0.022 0.978

0.507 0.21.3 0.312 0.568 0. I05 0.864 0.020 0.976

0.300 0.155 0.194 0.479 0.076 0.825 0.016 0.966

0.119 0.085 0.092 0.349 0.040 0.720 0.010 0.937

0.038 0.040 0.030 0.215 0.018 0.591 0.004 0.877

0.007 0.015 0.009 0.118 0.006 0.427 0.000 0.779

0.002 0.006 0.002 0.054 0.200 0.288 0.642

0.000 0.003 0.000 0.021 0.177 0.494

0.002 0.008 0.096 0.349

0.001 0.002 0.044 0.218

0.000 0.000 0.016 0.123

0.006 0.059

0.003 0.028

0.001 0.008

0.001 0,003

0.000 0.001

O. 001

0.000

n = 64

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.811 0,189 0.517 0.481 0.201 0.798 0.050 0.950

0.732 0.179 0.468 0.470 0.190 0.795 0.050 0,950
]

0.476 I 0.139 0.329 0.417 0.147 0.769 0.042 0.943
]

0.205 0,071 0.162 0.326 0.083 0.677 0.027 0.920

0.068 0,032 0.056 0.220 0.033 0.559 0.017 0.869

0.018 0,011 0.021 0.118 0.016 0.403 0.007 0.766

0.001 0.005 0.006 0.056 0.004 0.259 0.002 0.644

0.000 0.000 0.000 0.022 0.001 0.143 0.001 0.507

0.010 0.000 0.072 0.000 0.347

0.006 0.036 0.221

0.002 0.015 0.127

0.001 0.006 0.070

0.000 0.002 0.033

0.001 0.008

O.000 O.004

0.001

0.000

n = 128

A=I A=2 A=3 A=4
BT

Po Pc P o Pc P_ Pc P_ Pc

0. 0.882 0.118 0.620 0.380 0.270 0.730 0.0761 0.924

0.4 0.882 0. I18 0.620 0.380 0.270 0.730 0.076 0.924

0.8 0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

1.2 0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

1.6 0.874 0. I18 0.615 0.377 0.270 0.729 0.076 0.924

2.0 0.710 0.100 0.530 0.365 0.246 0.725 0.070 0.922

2.4 0.378 0.074 0.315 0.285 0.155 0.672 0.053 0.910

2.8 0.140 0.040 0.121 0.182 0.062 0.565 0.035 0.867

3.2 0.043 0.021 0.039 0.106 0.019 0.482 0.014 0.773

3.6 0.009 0.007 0.009 0.044 0.006 0.269 0,003 0.649

4.0 0.002 0,000 0,001 0.014 0.002 0.161 0,000 0.506

0.000 0.001 0.002 0.001 0.086 0.346

0.000 0.000 0.000 0.039 0.205

0.014 0.1OO

0.004 0.037

0.002 0.016

0.000 0.005

O.000

A=I A=2 A=3 A=4

P P P P P P P P
e e ¢ • • e

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.388 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.388 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.388 0.617 0.089 0.911

0.935 0.064 0.709 0.291 0.388 0.617 0.089 0.911

0.895 0.064 0.684 0.289 0.382 0.617 0.087 0.911

0.642 0.052 0.508 0.265 0.311 0.599 0.080 0.906

0.296 0.025 0.212 0.190 0.168 0.514 0.046 0.881

0.093 0o011 0.079 0.111 0.056 0.394 0.020 0.794

0.027 0.003 0.018 0.054 0.017 0.248 0.005 0.664

0.007 0.002 0.004 0.024 0.002 0.144 0.002 0.514

0.002 0.000 0.001 0.008 0.000 0.068 0.000 0.370

0.000 0.000 0.002

0.000

0.022 0.236

0.012 0.138

0.008 0.077

0.003 0.033

0.002 0.015

0.000 0.009

0.002

0.000
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Table E9

S T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

5.2

Experimental Results, B3 Coherent.

n= 16

A=I A=2 A=3 A=4

P_ PC Po PC P_ P_ Po P_

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978

0.740 0.260 0.405 0.595 0.120 0,880 0.022 0.978

0.739 0.260 0.403 0.595 0.120 0.880 0.022 0.978

0.655 0°252 0.367 0.584 0.111 0.872 0.021 0.976

0.458 0.203 0.242 0.524 0.086 0.839 0.017 0.971

0.248 0.128 0.136 0.414 0.046 0.763 0.008 0.949

0.I17 0.080 0.071 0.291 0.019 0.634 0.002 0.888

0.049 0.052 0.034 0.199 0.005 0.494 0.001 0.805

0.020 0.030 0.015 0.134 0.001 0.384 0.000 0.695

0.011 0.020 0.006 0.089 0.001 0.286 0.574

0.007 0.009 0.002 0.051 0.001 0.195 0.463

0.002 0.004 0.001 0.031 0.001 0.126 0.351

0.000 0.001 0.000 0.014 0.001 0.084 0.252

0.000 0.007 0.001 0.060 0.184

0.001 0.001 0.035 0.137

0.001 0.001 0.017 0.074

0.001 0.000 0.012 0.062

0,000 0.007 0.045

0.004 0.033

0.003 0.018

0.002 0.011

0.001 0.011

0.000 0.008

n = 64

n= 32

A=I A=2 A=3 A=4

P, Pc P, Pc P_ Pc Po Pc

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.784 0.188 0.508 0.478 0.198 0.798 0.050 0.950

0.599 0.160 0.383 0.444 0.166 0.784 0.041 0.944

0.316 0.101 0.199 0.359 0.093 0.703 0.026 0.923

0.123 0.040 0.089 0.260 0.043 0.582 0.016 0.862

0.037 0.020 0.031 0.142 0.014 0.440 0.006 0.775

0.010 0.007 0.008 0.076 0.003 0.304 0.003 0.660

0.003 0.002 0.003 0.040 0.001 0.189 0.O01 0.537

0.000 0.001 0.001 0.028 0.000 0. I16 0.000 0.413

0.062

0.032

0.018

0.007

0.002

0.001

0.000

0.000 0.000 0.016

O.008

0.002

O.000

0.278

0.192

0.126

0.081

0.041

0.024

0.014

0.009

0.004

0.001

0.000

n = 128

A=I A=2 A=3 A=4

B T

P, Pc Pe Pc Pe Pc Pe Pc

0. 0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

0.4 0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

0.8 0.882 0. I18 0.620 0.380 0.270 0.730 0.076 0.924

1.2 0.882 0.118 0.620 0.380 0.270 0.730 0.076 0.924

1.6 0.881 0.118 0.620 0.380 0.270 0.730 0.076 0.924

2.0 0.797 0.110 0.573 0.375 0.255 0.725 0.070 0.923

2.4 0.472 0.087 0.356 0.310 0.167 0.691 0.058 0.908

2.8 0.211 0.045 0.146 0.221 0.071 0.578 0.035 0.874

3.2 0.069 0.022 0.050 0.127 0.019 0.443 0.016 0.786

3.6 0.022 0.009 0.012, 0.061 0.006 0.313 0.004 0.677

4.0 0.010 0.003 0.003 0.024 0.003 0.182 0.001 0.513

0.003 0.000 0.001 0.006 0.001 0.121 0.000 0.361

0.001 0.003 0.000 0.064

0.001 0.000 0.032

0.000 0.014

0. 006

0. 002

0.000

0.001

0.000

0.241

0.135

0.069

0.035

0.012

0.008

0. 005

0.001

0.001

0.000

A=I A=2 A=3 A=4

Pe Pc P Pc P P P P

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291_ 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.935 0.065 0.709 0.291 0.383 0.617 0.089 0.911

0.921 0.063 0.701 0.291 0.383 0.617 0.688 0.911

0.718_ 0.058 0.546 0.266 0.329 0.604 0.080 0.905

0.342 0.027 0.264 0.203 0.167 0.516 0.044 0.873

0.118 0.015 0.088 0.118 0.063 0.392 0.020 0.79_

0.034 0.007 0.019 0.058 0.011 0.272 0.005 0.675

0.010 0.003 0.004 0.027 0.001 0.161 0.001 0.52I

0.004 0.001 0.002 0.011 0.001 0.075 0.000 0.381

0.002 0.000 0.001 0.003 0.000 0.035 0.254

0.000 0.000 0.001 0.019 0.15,"

0.001 0.011 0.08, ¢

0.000 0.007 0.04!

0.003 0.02]

o.o0o o.00_

o.o0:

0.00q

6O



n=16

TableEl0

ExperimentalResults,B4Coherent.

n = 32

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

4.8

5.2

A=I A=2 A=3 A=4

Pe Po Po Pc Po Pc Po Pc

0,740 0,260 0,405 0,595 0.120 0,880 0.022 0,978

0,357 0,168 0,172 0,466 0,047 0.789:0.003 0,954

0,133 0,091 0,078 0,336 0,018 0.686 0,002 0,910

0.049 0,050 0.027 0.211 0,006 0.536 0.001 0.839

0,011 0.018 0,008 0,124 0,001 0.393 0.000 0.747

0,001 0.007 0.001 0.062 0,001 0.271

0.000 0.003 0.000 0,025 0.000 0.163

0,001 0.006 0,091

0. 000 0.003 0. 045

0. 022

0.004

0,001

0,000

0.610

0.447

0.326

0,209

0.122

0.064

0.026

0.010

0.006

0.002

0.001

0,000

n= 64

A=I A=2 A=3 A=4

Pe Pc Pe Pc P_ Pc P_ Pc

0,811 0,189 0,519 0.481 0.202 0.798 0,050 0,950

0.314 0,108 0.192 0,340 0,069 0,680 0.015 0,897

0,109 0.041 0.063 0.228 0,022 0,539 0,004 0.828

0.026 0,014 0.017 0,132 0.004 0.399 0,002 0,734

0,005 0.005 0,005 0.063 0.001 0.248 0,000 0,621

0.002 0.003 0.000 0.032 0.000 0.145 0.489

0.000 0.000 0.017 0.072 0.355

0.008 0.032 0.234

0.003 0.018 0.142

0.001 0.010 0,074

0,001 0.001 0.036

0,000 0,000 0.015

0.006

0.001

0.000

n = 128

B T

0,

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

A=I

P, Pc

0,882 0.118

0.310 0.061

0.105 0.026

0.026 0,011

0.007 0.001

0.003 0.000

0.000

A=2

P_ Pc

0.620 0.380

0.224 0.249

0.061 0.144

0.012 0.075

0.004 0.027

0,002 0,011

0,000 0,001

0,001

0.000

A=3

P, Pc

0,270 0.730

0,082 0.605

0.018 0.454

0.006 0,332

0.003 0.210

0.001 0.116

0.000 0.055

0. 023

0. 008

0.004

0.001

0.000

A=4

Po Pc

0.076 0.924

0.033 0.868

0.011 0,786

0.005 0.665

0,001 0.521

0.000 0.378

0.244

0,143

0.060

0.025

0.016

0.002

0.000

A=I

Po Pc

0,935 0,065

0,321 0.038

0.099 0.013

0.027 0.004
I

0.007 ! 0.002

0,004 0.000

0.000

A=2

Pe Pc

0.709 0,291

0.226 0.171

0.060 0,095

0,014 0.047

0.004 0.017

0.001 0.008

0.001 0.002

0,000 0.000

A=3

P, P=

0.383 0.617

0.116 0.491

0.028 0,342

0.002 0.216

0.001 0,124

0.001 0,059

0,000 0.026

0,014

0,003

0.001

0,001

0,001

0.000

A=4

Pe Pc

0,089 0,911

0.025 0.837

0.006 0.716

0,003 0,582

0,000 0.460

0.310

0.201

0.118

0.058

0,029

0.013

0,001

0.001

0.000
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n= 16

Table Ell

Experimental Results, B s Coherent.

n= 32

S T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

A=I A=2 A=3 A=4

P_ Pc Po P_ Po P Pe Po

0.740 0.260 0.405 0.595 0.120 0.880 0.022 0.978

0.395 0.184 0.189 0.469 0.046 0.792 0.008 0.955

0.197 0.106 0.097 0.356 0.021 0.695 0.002 0.907

0.084 0.064 0.049 0.256 0.008 0.564 0.001 0.836

0.036 0.040 0.021 0.164 0.003 0.439 0.000 0.739

0.013 0.024 0.005 0.112 0.001 0.341 0.644

0.006 0.015 0.003 0.070 0.001 0.239 0.516

0.003 0.007 0.001 0.043 0.001 0.158 0.396

0.002 0.004 0.001 0.028 0.001 0.107 0.294

0.000 0.001 0.000 0.010 0.001 0.069 0.216

0.001 0.005 0.001 0.047 0.158

0.000 0.002 0.000 0.026 0. I15

0.001 0.017 0.086

0.000 0.010 0.057

0.006 0.039

0.003 0.027

0.002 0.016

0.002 0.011

O. 000 0.009

0.007

0.005

o. 002

o. ooo

n= 64

A=I A=2 A=3 A=4

P_ Pc Pe Pc P° Po P P

0.811 0.189 0.519 0.481 0.202 0.798 0.050 0.950

0.346 0.112 0.206 0.345 0.073 0.686 0.015 0.894

0.137 0.048 0.074 0.233 0.028 0.543 0,005 0.828

0.043 0.016 0.027 0.147 0.005 0.415 0.001 0.726

0.012 0.007 0.010 0.081 0.003 0.281 0.001 0.619

0.004 0.004 0.002 0.046 0.000 0.176 0.000 0.507

0.000 0.002 0.000 0.026 0.I00 0.377

0.001 0.017 0.054 0.277

0.010 0.027 0.192

0.003 0.019 0. I18

0.001 0.008 0.078

0. 000 0.002 0.044

0.001 0.025

0.000 0.015

O. 008

0.003

0.000

n = 128

S T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

A=I

P° Pc

0.882 0.118

0.329 0.063

0.123 0.028

0.042 0.011

0.012 0.001

0.007 0.000

0.002

0. 000

A=2

Po P_

0.620 0.380

0.229 0.257

0.070 0.153

0.016 0.072

0.004 0.037

0.001 0.015

0.001 0.004

0.000 0.001

O. 000

A=3

Po Pc

0.270 0.730

0.082 0.608

0.019 0.456

0.006 0.344

0.003 0.217

0.002 0.131

0.000 0.073

0.039

0.015

0.005

0.002

0.002

0.002

0.000

A=4

P_ P_

0.076 0.924

0.033 0.866

0.012 0.790

0.006 0.666

0.002 0.525

0.000 0.385

0.269

0.153

O.086

O.044

0.026

0.012

O.004

O.002

O.001

O.000

A=I

P° P_

0.935 0.065

0.337 0.036

0.107 0.013

0.032 0.007

0.010 0.004

0.004 0.000

0.002

0.000

A=2

0.709 0.291

0.233 0.171

0.065 0.095

0.015 0.050

0.003 0.020

0.001 0.008

0.001 0.002

0.001 0.001

0.000 0.000

A=3

Po Pc

0.383 0.617

0.121 0.492

0.031 0.346

0.004 0.228

0.001 0.133

0.001 0.064

0.000 0.030

0.019

0.005

0.002

0.001

0.001

O. 000

A=4

Pe Pc

0.089 0.911

0.023 0.836

0.006 0.713

0.004 0.589

0.000 0.462

0.323

0.210

0.128

0.064

0.035

0.016

0.003

0.001

0.001

0.000
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Table El2

Experimental Results, B_ Coherent.

A=I
B T

0. 0.740 0.260

0.1 0.394 0.182

0.2 0.161 0.100

0.3 0.041 0.047

0.4 0.006 0.017

0.5 0.000 0.001

0.6 0.000

0.7

0.8

n=16 n=32

A=2

P° Pc

0.405 0.595

0.189 0.473

0.085 0.332

0.024 0.174

0.002 0.073

0.001 0.012

0.000 0.000

n = 64

A=I A=2
BT

P, PC P, Pc

0.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

A=3

Po Pc

0.120 0.880

0.047 0.787

0.013 0.658

0.004 0.458

0.001 0.239

0.000 0.078

0.012

0.000

A=3

P, Pc

A=4

P, Pc

0.022 0.978

0.008 0.950

0.001 0.885

0.000 0.751

0.511

0.224

0.052

0.002

0.000

A=4

Pe Pc

A=I

Po P_

0.811 0.189

0.314 0.I01

0.074 0.027

0.010 0.005

0.000 0.001

0.000

A=I

Pc

A=2

P, Po

0.519 0.481

0.180 0.322

0.045 0.193

0.006 0.066

0.000 0.015

0.002

O.000

A=3

P Pc

0.202 0.798

0.063 0.665

0.013 0.471

0.002 0.227

0.000 0.057

0.007

0.000

n = 128

A=2 A=3

Po Pc Po Pc

0.882 0.118 0.620 0.380

0.259 0.050 0.177 0.225

0.058 0.012 0.028 0.079

0.008 0.001 0.002 0.016

0.001 0.000 0.000 0.000

0.000

0.270 0.730

0.055 0.557

0.007 0.357

0.001 0.140

0.000 0.024

0.002

0.O00

0.076 0.924

0.021 0.840

0.006 0.671

0.001 0.382

0.000 0.114

0.01O

0.000

0.935 0.065

0.221 0.024

0.028 0.005

0.003 0.001

0.000 0.000

0.709 0.291

0.114 0.141

0.017 0.041

0.002 0.008

0.000 0.000

0.383 0.617

0.072 0.427

0.003 0.207

0.001 0.051

0.000 0.003

0.000

A=4

P_ Pc

0.050 0.950

0.013 0.882

0.001 0.768

0.001 0.563

0.000 0.292

0.071

0.005

0.000

A=4

P Pc

0.089 0.911

0.017 0.770

0.002 0.545

0.000 0.261

0.052

0.001

0.000
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Table El3

Experimental Results, B1 Noncoherent.

n= 16 n= 32

A=I A=2 A=3 A=4

BT

P, Pc Pe Pc Po Po P° P

o. 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.4 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.8 0.853 0.147 0.620 0.380 0.254 0.748 0.071 0.929

1.2 0.853 0.147 0.620 0.380 0.254 0.7_46 0.071 0.929

1.6 0.845 0.147 0.617 0.380 0.253 0.746 0.071 0.929

2.0 0.780 0.137 0.583 0.376 0.243 0.742 0.070 0.928

2.4 0.522 0.110 0.439 0.335 0.205 0.714 0.065 0.920

2.8 0.224 0.064 0.220 0.243 0.127 0.623 0.043 0.894

3.2 0.075 0.027 0.086 0.136 0.062 0.488 0.020 0.819

3.6 0.018 0.012 0.024 0.074 0.023 0.332 0.008 0.697

4.0 0.002 0.005 0.008 0.025 0.007 0.202 0.000 0.542

4.4 0.000 0.002 0.000 0.009 0.002 0.110 0.000 0.373

4.8 0.000 0.002 0.052 0.238

5.2 0.000 0.026 o. 137

5.6 0.010 0.064

6.0 0.003 0.029

6.4 0.001 0.012

6.8 0.000 0.003

7.2 0.000

n= 64

A=I A=2 A=3 A=4

Po Pc P, Pc P, Pc P, Pc

0.908 0.092 0.701 0,299 0.363 0.637 0.118 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.I18 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.I18 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.896 0.092 0.698 0.299 0.362 0.637 0. I18 0.882

0.768 0.083 0.622 0.283 0.343 0.629 0.110 0.880

0.413 0.050 0.380 0.236 0.231 0.572 0.091 0.862

0.147 0.023 0.156 0.151 0.107 0.463 0.051 0.796

0.033 0.005 0.046 0.087 0.029 0.314 0.023 0.687

0.009 0.002 0.013 0.034 0.006 0.170 0.004 0.545

0.002 0.001 0.004 0.016 0.002 0.095 0.003 0.400

0.000 0.000 0.001 0.006 0.000 0.044 0.000 0.247

0.0000.003 0.019 0.139

0.001 0.007 0.074

0.000 0.004 0.039

0.001 0.010

0.000 0.005

0.001

n = 128

A= 1 A=2 A=3 A=4 A= 1

Br

Po P_ Po Pc Po Pc Pe Pc

0. 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.4 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.8 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

1.2 0.045 0.055 0.795 0.205 0.448 0.552 0.165 0.835

1.6 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

2.0 0,945 0.055 0.794 0.205 0.448 0.552 0.165 0.835

2.4 0.927 0.054 0.777 0.203 0.440 0.552 0.163 0.835

2.8 0.690 0.048 0.584 0.184 0.356 0.526 0.147 0.828

3.2 0,302 0.027 0.258 0,120 0.193 0.446 0.087 0.791

3.6 0.097 0.014 0.067 0.069 0.072 0.317 0.040 0.678

4.0 0.018 0.006 0.015 0.022 0.027 0.194 0.008 0.543

4.4 0.004 0.000 0.004 0.004 0.006 0.109 0.000 0.398

4.8 0.001 0.000 0.001 0.000 0.048 0.234

5.2 0.000 0.018 0.121

5.6 0.007 0.049

6.0 0.005 0.019

6.4 0.001 0.005

6.8 0.000 0.001

0. 000

A=2 A=3 A=4

P_ Pc P_ Pc P_ Pc P_ Pc

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.976 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.908 0.022 0.777 0.153 0.540 0.433 0.177 0.815

0.571 0.017 0.452 0.127 0.361 0.392 0.125 0.796

0.196 0.007 0.157 0.074 0.137 0.282 0.061 0.697

0.045 0.002 0.040 0.037 0.028 0.176 0.025 0.570

0.012 0.001 0.007 0.010 0.013 0.088 0.005 0.432

0.004 0.000 0.000 0.004 0.000 0.029 0.001 0.275

0.002 0.000 0.014 0.000 0.159

0.000 0.008 0.094

0.003 0.045

0.002 0.017

0.000 0.009

0.002

0.000
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n= 16

Table El4

Experimental Results, B2 Noncoherent.

n= 32

A=I A=2 A=3 A=4
BT

Pe Pc Pe Pc Po Pc Po Pc

0. 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.4 0.852 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.8 0.811 0.140 0.600 0.379 0.246 0.746 0.070 0.928

1.2 0.534 0. II0 0.447 0.336 0.195 0.712 0.062 0.921

1.6 0.227 0.058 0.200 0.240 0.I14 0.622 0.042 0.885

2.0 0.075 0.027 0.069 0.134 0.048 0.472 0.016 0.804

2.4 0.018 0.012 0.019 0.068 0.016 0.311 0.003 0.688

2.8 0.003 0.004 0.004 0.028 0.006 0.193 0.000 0.512

3.2

3.6

0.001 0.001 0.000 0.009 0.000 0.106 0.359

0.000 0.000 0.003 0.052 0.227

0.001 0.022 0.132

0. 000 0.007 0. 059

0.003 0.028

0.O01 0.009

0.000 0.003

0.000

n= 64

A=I A=2 A=3 A=4

Pe Pc Pe Pc Pe Pc Po Pc

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0._82

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.906 0.092 0.700 0.299 0.363 0.637 0.118 0.882

0.772 0.086 0.628 0.288 0.338 0.628 0.111 0.879

0.394 0.051 0.356 0.229 0.208 0.560 0.087 0.857

0.131 0.017 0.140 0.143 0.091 0.444 0.050 0.773

0.030 0.006 0.041 0.080 0.022 0.293 0.018 0.665

0.008 0.001 0.010 0.031 0.006 0.164 0.004 0.524

0.002 0.001 0.003 0.014 0.000 0.083 0.003 0.367

0.041 0.000 0.2370.000 0.000 0.001 0.005

0.000 0.001

0.001

0.000

0.016 0.123

0.009 0.067

0.001 0.032

0.001 0.010

0.000 0.004

0.001

0.000

n = 128

A=I A=2 A=3 A=4
B r

Pe P_ Po Pc Pe Po Pe Pc

0. 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.4 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.8 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

1.2 0.928 0.054 0.782 0.203 0.441 0.551 0.164 0.835

1.6 0.671 0.047 0.557 0.181 0.340 0.523 0.138 0.827

2.0 0.273 0.026 0.226 0.120 0.169 0.438 0.080 0.778

2.4 0.084 0.011 0.055 0.059 0.059 0.308 0.032 0.652

2.8 0.019 0.003 0.012 0.019 0.019 0.183 0.006 0.534

3.2 0.004 0.000 0.001 0.004 0.003 0.106 0.000 0.373

3.6 0.000

4.0

0.000 0.001 0.000 0.044 0.211

0.000 0.015 0.119

0.006 0.045

0.005 0.015

0.001 0.004

0.000 0.001

0.000

A=I A=2 A=3 A=4

Po Pc Pe Pc Pe PC P_ Pc

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.895 0.022 0.763 0.152 0.536 0.433 0.173 0.814

0.5190.018 0.397 0.121 0.326 0.379 0.114 0.786

0.172 0.006 0.138 0.069 0.116 0.275 0.053 0,688

0.0340.002 0.030 0.034 0.021 0.171 0.022 0.541

0.011 0.001 0.003 0.009 0.009 0.081 0.005 0.411

0.004 0.000 0.001 0.003 0.000 0.025 0.001 0.252

0.001 0.000 0.000 0.013 0.000 0.142

0.000 0.007 0.069

0.003 0.041

0.002 0.016

0.000 0.007

0.002

0.000
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Table El5

Experimental Results, B_ Noncoherent.

n= 16

A=I A=2 A=3 A=4

B_
P, Pc P, Pc P, Pc Pe Pc

0. 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.4 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.8 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

1.2 0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

1.6 0.828 0.145 0.597 0.376 0.244 0.746 0.070 0.928

2.0 0.661 0.129 0.499 0.346 0.208 0.726 0.066 0.925

2.4 0.444 0.095 0.333 0.294 0.151 0.665 0.049 0.899

2.8 0.260 0.071 0.204 0.227 0.087 0.586 0.029 0.851

3.2 0.143 0.043 0.111 0.171 0.044 0.487 0.013 0.788

3.6 0.081 0.027 0.057 0.123 0.026 0.382 0.005 0.721

4.0 0.047 0.018 0.033 0.088 0.013 0.307 0.001 0.636

0.023 0.005 0.016 0.058 0.007 0.235 0.001 0.553

0.017 0.004 0.010 0.038 0.005 0.190 0.000 0.481

0.010 0.004 0.004 0.023 0.003 0.157

0.006 0.003 0.000 0.017 0.001 0.106

0.014 0.001 0.086

0.009 0.001 0.058

0.005 0.000 0.049

0.004 0.002

0.002 0.001

0.001 0.001

0.001 0.000

0.001

0.001

0.001

0.000

0.004 0.037

0.001 0.028

0.001 0.021

0.001 0.012

0.001 0.007

0.000 0.004

0.003

0.000

n = 64

0.389

0.315

0.259

0.203

0.148

0.116

0.082

0.064

0.049

0.036

0.029

0.020

0.000

n= 32

A=I A=2 A=3 A=4

Po Pc P° Pc Po Pc Po Pc

0.908 0.092 0.701 0.299 0.363 0.637 0. I18 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.906 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.834 0.089 0.651 0.291 0.347 0.629 0.114 0.880

0.598 0.070 0.498 0.264 0.272 0.595 0.097 0.864

0.349 0.047 0.307 0.209 0.163 0.524 0.069 0.820

0.184 0.021 0.166 0.148 0.087 0.442 0.042 0.756

0.091 0.015 0.086 0.102 0.033 0.343 0.017 0.685

0.047 0.007 0.040 0.074 0.014 0.241 0.008 0.599

0.023 0.005 0.016 0.052 0.009 0.175 0.021 0.512

0.012 0.002 0.007 0.029 0.002 0.132 0.000 0.421

0.003 0.002 0.003 0.023 0.001 0.083

0.003 0.001 0.000 0.011 0.001 0.051

0.000 0.000 0.006 0.001 0.035

0.005 0.000 0.023

0.004 0.016

0.004 0.009

0.003 ). 006

0.002 0.004

0.001 ).002

0.000 0.002

0.001

0.000

n = 128

0.334

0.274

0.205

0.147

0.105

0.076

0.052

0.025

0.046

0.010

0.0O4

0.002

0.001
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A=I A=2 A=3 A=4

B T
P_ Pc P_ Pc P_ Pc Po P_

O. 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.4 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.8 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

1.2 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

1.6 0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

2.0 0.932 0.055 0.786 0.205 0.444 0.550 0.164 0.834

2.4 0.832 0.052 0.683:0.196 0.384 0.536 0.151 0.828

2.8 0.549 0.043 0.434 0.172 0.272 0.489 0.110 0.814

3.2 0.312 0.028 0.225 0. i17 0.155 0.433 0.066 0.762

3.6 0.124 0.018 0.092 0.068 0.068 0.342 0.036 0.687

4.0 0.077 0.008 0.042 0.041 0.029 0.256 0.015 0.596

0.030 0.005 0.015 0.024 0.015 0.181 0.007 0.503

0.009 0.002 0.005 0.012 0.006 0.123 0.001 0.403

0.005 0.001 0.001 0.006 0.003 0.080 0.001 0.311

0.003 0.001 0.000 0.008 0.001 0.052 0.000 0.225

0.000 O.O00 0.001 0.000 0.034 0.162

0.000 0.048 0.I17

0.010 0.063

0.008 0.038

0.007 0.023

0.005 0.013

0.002 0.006

0.002 0.004

0.001 0.001

0.001 O.O04

0.000 0.000

A=I A=2 A=3 A=4

P, Pc Po Pc Pe Pc P_ Pc

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.945 0.023 0.828 0.155 0.555 0.435 0.181 0.816

0.785 0.021 0.664 0.142 0.465 0.418 0.160 0.806

0.493 0.018 0.379 0.113 0.289 0.362 0.I00 0.771

0.259 i0.008 0.190 0.081 0.142 0.295 0.052 0.705

0.105 0.005 0.074 0.050 I0.050 0.224 0.026 0.617

0.042 0.003 0.034 0.033 0.018 0.156 0.012 0.519

0.018 0.001 0.011 0.021 0.008 0.100 0.005 0.441

0.007 0.001 0.003 0.005 0.005 0.053 0.002 0.341

0.003 0.000 0.002 0.003 0.001 0.033 0.000 i0.259

0.001 0.000 0.001 0.018

0.000 0.000 0.013

0.010

0.003

0.003

0.002

0.000

0.000 0.166

0.127

0.092

0.069

0.041

0.026

0.011

0.007

0.002

0.002

0.000



Table El6
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4.4

4.8

Experimental Results, B 4 Noncoherent.

n= 16

A=I A=2 A=3 A=4

Pe Po Po Pc Po Pc Pe Pc

0.853 0.147 0.620 0.380 0.254 0.749 0.071 0.929

0.312 0.081 0.239 0.255 0.099 0.598 0.027 0.866

0.105 0.035 0.081 0.141 0.029 0.460 0.006 0.758

0.039 0.014 0.023 0.082 0.01O 0.296 0.002 0.647

0.008 0.004 0.004 0.032 0.003 0.192 0.000 0.496

0.001 0.001 0.000 0.014 0.000 0.112 0.343

0.000 0.000 0.005 0.055 0.216

0.002 0.026 0.128

0.001 0.012 0.073

0.O00 0.002 0.033

0.000 0.011

0.006

0.000

n= 32

A=I A=2 A=3 A=4

Po Pc P, Pc P P P Pc

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.295 0.032 0.262 0.175 0.126 0.478 0.036 0.779

0.086 0.012 0.069 0.090 0.038 0.336 0.014 0.662

0.019 0.005 0.015 0.047 0.010 0.201 0.002 0.542

0.005 0.001 0.003 0.027 0.001 0.105 0.000 0.402

0.001 0.000 0.000 0.007 0.000 0.050 0.261

0.000 0.004 0.024 0.161

0.002 0.007 0.077

0.O01 0.005 0.041

0.000 I 0.002 0.017

0.000 0.006

0.000

n = 64 n = 128

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

A=I

Po P

0.945 0.055

_ 0.291 0.028

0.095 0.009

0.019 0.002

10.005 0.000

0.003

0.000

A=2

0.795 0.205

0.220 0.101

0.050 0.049

0.011 0.016

0.002 0.005

0.000 0.001

0.000

A=3

Pe P

0.448 0.552

0.124 0.382

0.033 0.269

0.011 0.151

0.002 0.086

0.000 0.039

0.015

0.007

0.004

0.003

0.000

A=4 A=I

0.165 0.835 0.977 0.023

0.044 0.733 0.310 0.011

0.012 0.588 0.076 0.004

0.002 0.453 0.018 0.000

0.000 0.309 0.005

0.177 0.0Ol

0.091 0.O01

0.039 0.000

0.013

O. 005

0.001

0.000

A=2

Pe Pc

0.844 0.156

0.221 0.080

0.048 0.036

0.018 0.020

0.004 0.004

0.000 0.001

0.000

A=3

PC Pc

0.565 0.435

0.152 0.282

0.029 0.183

0.005 0.079

0.000 0.039

0.014

0.008

0.004

0.002

0.001

0.000

A=4

Pe Pc

0.185 0.816

0.040 0.683

0.012 0.542

0.005 0.401

0.001 0.276

0.000 0.152

0.095

0.050

0.027

0.010

0.002

0.000
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Table El7

Experimental Results, B s Noncoherent.

n= 16

A=I A=2 A=3 A=4

P, P_ Po Pc Pe P_ Pe P

0.853 0.147 0.620 0.380 0.254 0.746 0.071 0.929

0.505 0.112 0.388 0.301 0.148 0.663 0.042 0.885

0.287 0.074 0.206 0.235 0.081 0.561 0.020 0.836

0.173 0.048 0.117 0.174 0.038 0.490 0.011 0.761

0.105 0.033 0.066 0.126 0.024 0.383 0.002 0.707

0.068 0.020 0.039 0.087 0.015 0.299 0.001 0.635

0.035 0.008 0.023 0.066 0.007 0.236 0.000 0.533

0.019 0.004 0.011 0.041 0.005 0.196 0.450

0.012 0.004 0.005 0.028 0.004 0.153 0.391

0.009 0.004 0.003 0.017 0.002 0.122 0.306

0.005 0.003 0.000 0.016 0.001 0.082 0.259

0.002 0.001 0.013 0.001 0.066 0.204

0.002 0.000 0.006 0.000 0.050 0.153

0.001 0.003 0.041 0.122

0.001 0.002 0.030 0.097

0.001 0.001 0.024 0.072

0.001 0.001 0.017 0.051

0.000 0.001 0.010 0.041

0.000 0.007 0.029

0.005 0.024

0.003 0.016

0.001 0.010

0.001 0.005

0.000 0.005

0.003

0.000

n= 64

n= 32

A=I A=2 A=3 A=4

Pe Pc Pe Pc Po Pc Po P

0.908 0.092 0.701 0.299 0.363 0.637 0.118 0.882

0.469 0.050 0.391 0.224 0.190 0.524 0.065 0.818

0.245 0.028 0.208 0.153 0.I02 0.446 0.029 0.745

0.129 0.016 0.I01 0.108 0.043 0.347 0.045 0.666

0.064 0.011 0.044 0.076 0.024 0.259 0.006 0.588

0.030 0.006 0.024 0.052 0.009 0.190 0.003 0.498

0.012 0.003 0.008 0.035 0.004 0.137 0.001 0.421

0.007 0.001 0.002 0.021 0.002 0.093 0.001 0.342

0.003 0.001 0.000 0.015 0.004 0.059 0.000 0.274

0.010 0.001 0.039

0.006 0.001 0.026

0.005 0.000 0.016

0.003 0.009

0.003 0.007

0.002 0.005

0.001 0.003

0.000 0.003

0.001

0.000

0.002 0.000

0.001

0.000

0.209

0.161

0.112

0.088

0.058

0.038

0.019

0.008

0.006

0.003

0.002

0.001

0.001

0.001

0.001

0.000

n = 128

B T

0.

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

A=I A=2 A=3 A=4

Pe Pc P_ Pc P_ Pc Pe Pc

0.945 0.055 0.795 0.205 0.448 0.552 0.165 0.835

0.467 0.039 0.357 0.145 0.213 0.434 0.081 0.768

0.231 0.024 0.161 0.083 0.083 0.351 0.027 0.695

0.117 0.012 0.067 0.056 0.037 0.276 0.014 0.596

0.056 0.005 0.027 0.029 0.018 0.199 0.006 0.512

0.023 0.002 0.013 0.015 0.010 0.137 0.003 0.419

0.009 0.000 0.003 0.008 0.005 0.099 0.001 0.329

0.001 0.002 0.002 0.058 0.000 0.2460.005

0.003

0.003

0.000

0.000 0.001 0.000 0.043 0.179

0.001 0.025 0.124

0.000 0.015 0.086

0.009 0.046

0.008 0.024

0.007 0.016

0.004 0.010

0.002 0.006

0.002 0.002

0.001 0.002

0.001 0.001

0.001 0.001

0.000 0. 000

A=I A=2 A=3 A=4

Po Pc P_ Pc Pe Pc P, Pc

0.977 0.023 0.844 0.156 0.565 0.435 0.184 0.816

0.487 0.017 0.373 0.104 0.263 0.327 0.079 0.732

0.223 0.007 0.167 0.071 0.096 0.256 0.028 0.637

0.093 0.004 0.053 0.037 0.035 0.189 0.013 0.545

0.037 0.002 0.031 0.025 0.013 0.115 0.006 0.463

0.014 0.001 0.014 0.015 0.004 0.074 0.004 0.364

0.008 0.000 0.006 0.007 0.001 0.047 0.001 0.300

0.003 0.001 0.001 0.026 0.000 0.2110. 003

0.001

0.001

0. 000

0.004 0.001 0.000 0.016 0.147

0.000 0.000 0.010 0.108

0.006 0.072

0.005 0.054

0.002 0.040

0.001 0.025

0.001 0.012

0.000 0.005

0.003

0.000
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A=I
BT

Pe Pc
0. 0.8530.147
0.1 0.5160.I12
0.2 0.2670.066
0.3 0.1170.039
0.4 0.0430.009
0.5 0.0120.004
0.6 0.0000.001
0.7
0.8

A=I
BT

Po Pc
0. 0.9450.055
0. I 0.910 0.035

0.2 0.154 0.013

0.3 0.039 0.003

0.4 0.005 0.000

0.5 0.001

0.6 0.000

0.7

Table E18

Experimental Results, B 6 Noncoherent.

n= 16

A=2

Pe Pc

0.620 0.380

0.399 0.303

0.195 0.218

D.082 0.135

0.026 0.071

0.004 0.026

0.000 0.004

0.000

n = 64

A=2

P° Pc

0.795 0.205

0.316 0.124

0.098 0.065

0.019 0.022

0.001 0.002

0.000 0.001

0.000

A=3

Pe Pc

0.254 0.746

0.147 0.662

0.076 0.544

0.027 0.408

0.010 0.249

0.003 0.132

0.000 0.039

0.003

O.000

A=3

Pe Pc

0.448 0.552

0.185 0.412

0.049 0.292

0.013 0.154

0.002 0.065

0.000 0.013

0.003

0.000

A=4

P, Pc

0.071 0.929

0.040 0.885

0.019 0.823

0.005 0.715

0.000 0.549

0.329

0.130

0.011

0.000

A=4

Pe Pc

0.165 0.835

0.069 0.751

0.020 0.628

0.004 0.446

0.001 0.226

0.000 0.060

0.005

0.000

A=I

P, Pc

0.908 0.092

0.454 0.047

0.196 0.025

0.065 0.007

0.010 0.003

0.002 0.000

0.000

A=I

P, Pc

0.977 0.023

0.397 0.015

0.103 0.005

0.020 0.000

0. 002

0.000

n = 32

A=2

Pe Pc

0.701 0.299

0.375 0.217

0.162 0.136

0.043 0.071

0.003 0.027

0.000 0.008

0.000

A=3

P, Pc

0.363 0.637

0.180 0.512

0.073 0.392

0.024 0.247

0.004 0.114

0.001 0.025

0.000 0.005

0.000

n = 128

A=2

Po Pc

0.844 0.156

0.301 0.094

0.066 0.042

0.019 0.015

0.002 0.001

0.000 0.000

A=3

P, Pc

0.565 0.435

0.207 0.298

0.044 0.189

0.007 0.072

0.000 0.016

0.004

0.000

A=4

P, Pc

0.118 0.882

0.060 0.807

0.021 0.713

0.007 0.556

0.001 0.374

0.000 0.174

0.030

0.001

0.000

A=4

0.184 0.816

0.060 0.698

0.012 0.542

0.003 0.365

0.000 0.156

0.042

0.000
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Figure E19--P= vs. P. for B 6 noncoherent (experimental).
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